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Abstract. We construct probabilistic representations of classical and /or
viscosity solutions of the Cauchy problem for quasilinear and fully nonlinear

parabolic equations and systems. In addition we develop numerical schemes

to construct approximate solutions of the considered problems based on their
probabilistic representations.

1. Introduction

In this paper we discuss a number of probabilistic interpretations for systems
of nonlinear second order parabolic equations. Namely, we construct probabilistic
representations of classical and viscosity solutions of the backward Cauchy problem
for nonlinear parabolic equations and systems and develop numerical algorithms
based on them.

The existence of connections between solutions of the Cauchy problem for linear
parabolic equations and stochastic processes was first revealed by A.N. Kolmogorov
[1]. The correspondent PDEs associated with Markov stochastic processes are
called now the forward and backward Kolmogorov equations.

Connections between solutions of the Cauchy problem for semilinear parabolic
equations and solutions of stochastic differential equations (SDEs) were revealed
in pioneer papers by H. McKean [2] and M. Freidlin [3],[4]. Actually, H.McKean
constructed a Markov process associated with the forward nonlinear Kolmogorov
equation while M.Freidlin constructed a Markov process associated with the back-
ward nonlinear Kolmogorov equation.

Let us give a bit more precise description of these results.
Consider the backward Cauchy problem

us +
1

2
TrA(s, x, u)∇2uA∗(s, x, u) + 〈a(s, x, u),∇u〉+ c(s, x, u)u = 0, (1.1)

u(T, x) = h(x), x ∈ Rd, s ∈ [0, T ].
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Here and below we use notations 〈a, b〉 =
∑d
j=1 ajbj for an inner product of a, b ∈

Rd, ∇u for a gradient of u and TrA∇2uA∗ =
∑d
i,j,k=1Aik

∂2u
∂xi∂xj

Akj .

Denote by (Ω,F , P ) a probability space and let w(t) ∈ Rd be the standard
Wiener process defined on it. A Markov process associated with the backward
Cauchy problem (1.1) was constructed by Freidlin [3] as a solution of a stochastic
system

dξ(t) = a(t, ξ(t), u(t, ξ(t)))dt+A(t, ξ(t), u(t, ξ(t)))dw(t), ξ(s) = x, (1.2)

u(s, x) = E

[
exp

{∫ T

s

c(τ, ξs,x(τ), u(τ, ξs,x(τ)))dτ

}
h(ξs,x(T ))

]
. (1.3)

To be more precise it was proved that if coefficients a,A, c and the Cauchy data
h(x) in (1.1) are smooth enough and bounded then there exists a unique solution
of the system (1.2), (1.3) and the function u(s, x) given by (1.3) (provided it is
twice differentiable) is a unique classical solution of the problem (1.1).

A Markov process associated with the forward Cauchy problem

∂µ

∂t
+

d∑
i=1

∂(ai[y, µ]µ)

∂yi
=

1

2

d∑
i,j=1

∂2(Mik[y, µ]µ)

∂yi∂yj
, (1.4)

µ(0, dy) = µ0(dy),

was constructed in [2] as a solution of a stochastic equation

dξ(θ) = a[ξ(θ), µ(θ)]dθ +A[ξ(θ), µ(θ)]dw(θ), ξ(s) = ξ0 (1.5)

where

µ(θ, dy) = P{ξ(θ) ∈ dy}, µ(0, dy) = µ0(dy). (1.6)

Here Mij [y, µ] =
∑d
k=1Aik[y, µ]Akj [y, µ], A[y, µ] =

∫
Rd A(y−x)µ(dx) and ξ0 ∈ Rd

is a random variable independent of w(t) such that P{ξ0 ∈ dy} = µ0(dy). It was
shown that under some conditions there exists a unique solution of the system
(1.5), (1.6) and besides the measure µ(t, dy) given by (1.6) is a weak solution to
(1.4). If there exists a density µ(t, y) of the measure µ(t, dy) with respect to the
Lebesgue measure then µ(t, y) also solves (1.4) in the weak sense with initial data
µ(0, y) = µ0(y), where µ0(dy) = µ0(y)dy.

It should be mentioned that Freidlin in [3] also started with the forward Cauchy
problem

vs =
1

2
TrA(x, v)∇2vA∗(x, v) + 〈a(x, v),∇v〉+ c(x, v)v, v(0, x) = u0(x), (1.7)

but immediately reduced (1.7) to the backward Cauchy problem

us +
1

2
TrA(x, u)∇2uA∗(x, u) + 〈a(x, u),∇u〉+ c(x, u)u = 0, u(T, x) = u0(x),

(1.8)
with respect to a function u(T − s, x) = v(s, x) and then proceeded as it was
mentioned above.

Thus, in the framework of a stochastic interpretation one can consider the
equation (1.1) as a backward Kolmogorov equation for the Markov process ξ(t)
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satisfying (1.2), (1.3) while the equation (1.4) can be considered as the forward
Kolmogorov equation for the Markov process ξ(t) satisfying (1.5), (1.6).

We say that a stochastic model associated with the Cauchy problem for a non-
linear parabolic equation or system is constructed if we have an independent de-
scription of a Markov process associated with this Cauchy problem.

As a rule the required Markov process is constructed as a solution of a certain
stochastic differential equation with coefficients depending on the unknown solu-
tion of the original Cauchy problem. To obtain a closed independent of the PDE
description of the required process one needs to derive an additional relation that
serves as a probabilistic representation of a solution to the Cauchy problem.

If we consider a linear parabolic equation of the form (1.1) with coefficients
a(x, u) = a(x), A(x, u) = A(x) independent of u then (1.1) comes to be a clas-
sical backward Kolmogorov equation and the corresponding forward Kolmogorov
equation has the form

∂µ

∂s
+ 〈∇, [a(y)µ]〉 =

1

2
Tr∇2[M(y)µ], µ(0, dy) = µ0(dy). (1.9)

One can easily notice that linear versions of (1.1) and (1.9) are dual with respect
to the duality

〈〈f, µ〉〉 =

∫
Rd

f(y)µ(dy)

between the space of bounded Borel measures µ(dy) and bounded Borel functions
f(y). Obviously, (1.4) coincides with (1.9) provided coefficients in (1.4) do not
depend on µ. Unfortunately this duality is ruined in a nonlinear case but it still
helps to understand the nature of a solution to (1.4) and to find the generator of the
required Markov process especially if one deals with systems with cross-diffusion
[5].

We say that an equation

us +
1

2
TrAu(s, x)∇2u[Au]∗(s, x) + 〈au(s, x),∇u〉+ cu(s, x)u = 0, (1.10)

is semilinear if its coefficients au, Au, cu have the form Au(s, x) = A(s, x, u(s, x)),
quasilinear if Au(s, x) = A(s, x, u(s, x),∇u(s, x)) and fully nonlinear if Au(s, x) =
A(s, x, u(s, x),∇u(s, x),∇2u(s, x)).

Probabilistic interpretation of semilinear parabolic equation of the form (1.1)
was extended to the case of quasilinear and fully nonlinear equations by Yu.Dalecky
and Ya. Beloposkaya [6], [7]. To extend the approach to deal with quasilinear or
even with fully nonlinear PDEs within the framework of this approach one needs
to consider (1.1) as the first equation in a system of PDEs called a differential
prolongation of the original system [8].

An alternative probabilistic approach to backward quasilinear parabolic equa-
tions was suggested by Pardoux and Peng [9], [10]. This approach was extended
by a number of authors (see [11], [12] and references there). Note that the BSDE
approach allows to construct a so called viscosity solution [13] of the Cauchy prob-
lem for a quasilinear PDE in the case when a classical solution does not exists.
Later this approach was extended to deal with fully nonlinear parabolic equations
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and weakly coupled systems of nonlinear equations [14]– [16]. Note that a combi-
nation of the two approaches allows as well to define and study viscosity solutions
of strongly coupled systems of nonlinear parabolic equations [17].

It should be mentioned that among a number of results the probabilistic point of
view allows to reveal some new features of systems of nonlinear parabolic equations.
First, we show that the probabilistic representation allows to understand that
some classes of the systems can be considered as scalar equations with respect
to functions with a changed phase space [18],[19]. On the other hand one may
see that there are exist classes of nonlinear equations and systems such that a
solution v(t, x) of the forward Cauchy problem for them can be easily reduced to
the solution u(T−t, x) = v(t, x) of the backward one and vice versa. Actually, this
transformation is rather formal and should be used carefully since it may lead to
losing important properties of the required solutions. Nevertheless we may apply
it to develop effective numerical algorithms to obtain an approximate solution
of the problem under consideration. At the same time there are some classes of
systems which do not admit such reduction at all. As a rule these systems admit
an interpretation as systems of nonlinear forward Kolmogorov equations (see [20]
– [22]) and the McKean’s approach can be extended to them. In general there
is a great number of papers devoted to the extension of the McKean’s approach
(see recent book [23] and references there). Due to volume limitations we do not
discuss here this very interesting topic.

Our special attention will be paid instead to discussion of numerical schemes
based on the probabilistic representations of solutions to the backward Cauchy
problem. We discuss numerical schemes based both on probabilistic representa-
tions of the backward Cauchy problem solutions based on forward SDEs and their
multiplicative functionals and those based on BSDEs. Note that the numerical
schemes of the type discussed in the article recently appears to be rather hot topic
since they pretend to give a possibility to overcome the curse of dimensionality
in constructing numerical solutions of parabolic equations combining probabilistic
representations and the possibilities of neural network theory [24] –[26].

Finally, it should be mentioned that some probabilistic models associated with
nonlinear parabolic equations and systems can be considered as underlying micro-
scopical models describing the ”physical nature” of the phenomena under study
while others can serve only as convenient artificial tools to construct efficient nu-
merical schemes. We put the words physical nature in quotation marks since it
may concern not only physical but also chemical or biological problems as well as
problems of financial mathematics.

The main aim of this article is to present principal ideas which allow to con-
struct stochastic models for nonlinear parabolic equations and systems and develop
effective numerical algorithms to construct approximations of both classical and
viscosity solutions of the Cauchy problem. Because of volume restrictions in some
cases we give only a sketch of a proof mentioning papers where the full proof can
be found.

The remainder of this article is structured as follows:
In section 2 we construct stochastic processes associated with the Cauchy prob-

lem for a semilinear parabolic equation and a system of such equations.
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In section 3 we extend this approach to quasilinear and fully nonlinear parabolic
equations and systems. Note that the models considered in sections 2 and 3 allow
to construct a classical solution of the original Cauchy problem.

In section 4 we discuss an alternative approach to quasilinear and fully nonlin-
ear parabolic equations and systems based on the BSDE theory. This approach
allows to construct viscosity solutions both to quasilinear and fully nonlinear scalar
parabolic equations. Moreover a combination of approaches of sections 2 and 4 al-
lows to define and construct a viscosity solution of a system of nonlinear parabolic
equations treating it as a scalar equation with a changed phase space.

In section 5 we consider numerical methods to solve the Cauchy problem for
nonlinear parabolic equations and systems based on the probabilistic representa-
tions of their solutions. We start with probabilistic representations described in
sections 2 and 3 consider probabilistic representations of nonlinear PDE solutions
in terms of suitable diffusion processes and their multiplicative operator function-
als and use them to derive numerical algorithms. Next we deal with numerical
algorithms based on the results of section 4. Namely, we consider an FBSDE asso-
ciated with a fully nonlinear parabolic equation and reduce it to a certain optimal
control problem. To solve numerically this problem we apply the neural network
theory and derive the required numerical algorithms. As a result we obtain a
numerical solution of the original PDE problem.

2. Probabilistic model of the Cauchy problem for semilinear backward
parabolic equations and systems

Let us start with an exposition of a probabilistic model for the Cauchy problem
for a semilinear parabolic equation of the form

us +
1

2
TrAu(s, x)∇2u[Au]∗(s, x) + 〈au(s, x),∇u〉 = 0, u(T, x) = u0(x). (2.1)

We fix a probability space (Ω,F , P ) and denote by w(t) ∈ Rd the Wiener
process and by Ft ⊂ F a flow of σ-subalgebras generated by w(t).

To construct a probabilistic model of (2.1) we consider a stochastic equation of
the form

dξ(t) = a(t, ξ(t), u(t, ξ(t)))dt+A(t, ξ(t), u(t, ξ(t)))dw(t), ξ(s) = x, (2.2)

and notice that (2.2) includes two unknown objects, namely, the process ξ(t) ∈ Rd
and a function u(s, x) ∈ R. To obtain a closed system we add to (2.2) a relation

u(s, x) = E[h(ξs,x(T ))] = E[h(ξ(T ))|ξ(s) = x] (2.3)

and study (2.2), (2.3) as a closed system with respect to ξ(t) and u(s, x).
Introduce some necessary notations.
Let Ck(Rd) be the Banach space of k-differentiable bounded functions defined

on Rd with the norm ‖u‖∞ = supx∈Rd |u(x)| and L(Rd) be a set of bounded
Lipschitz continuous functions with the norm ‖u‖L = supx∈Rd |u(x)|.

We say that condition C 2.1 holds if there exist positive constants C,L,L0,K0,
K1

0 such that the functions a(t, x, u) ∈ Rd, A(t, x, u) ∈ Rd⊗Rd, x ∈ Rd, u ∈ R, t ∈
[0, T ] satisfy estimates
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‖a(t, x, u)‖2 + ‖A(t, x, u)‖2 ≤ C[1 + ‖x‖2 +Ku‖u‖2],

‖a(t, x, u1)−a(t, y, u2)‖2 +‖A(t, x, u1)−A(t, y, u2)‖2 ≤ L‖x−y‖2 +Cu‖u1−u2‖2,
‖u0(x)‖2∞ ≤ K0, ‖u0(x)− u0(y)‖2 ≤ L0‖x− y‖2, ‖∇u0(x)‖2∞ ≤ K1

0 ,

where Cu,Ku > 0.
Let v(s, x) satisfies inequalities

‖v(s)‖2∞ = Kv(s) <∞, |v(s, x)− v(s, y)|2 ≤ Lv(s)‖x− y‖2

and Lv(s) <∞ for s ∈ [0, T ]. Consider an SDE

dξ(t) = a(t, ξ(t), v(t, ξ(t)))dt+A(t, ξ(t), v(t, ξ(t)))dw(t), ξ(s) = x, s ≤ t. (2.4)

Applying the Ito formula and standard estimates we may prove the following
assertion.

Lemma 2.1. Let C 2.1 hold. Then there exists a unique solution ξ(t) = ξs,x,v(t)
of (2.4) satisfying estimates

E‖ξ(t)‖2 ≤
[
‖x‖2 + C(T − s) + C

∫ t

s

Kv(τ)dτ

]
eC(T−s),

E‖ξs,x,v(t)− ξs,y,v(t)‖2 ≤ ‖x− y‖2L0e
∫ t
s

[L+CvLv(τ)]dτ , (2.5)

E‖ξs,x,v(t)− ξs,x,v1(t)‖2 ≤ Cv
∫ t

s

‖v(τ)− v1(τ)‖2Ldτe
∫ t
s

[L+CvLv(τ)]dτ . (2.6)

In addition the function u(s, x) = E[u0(ξs,x(T ))] satisfies the estimates

‖u(s)‖2∞ ≤ K0

and

|u(s, x)− u(s, y)|2 ≤ L0‖x− y‖2exp

[∫ T

s

L[1 +KLv(τ)]dτ

]
, (2.7)

where K = CvL
−1.

Lemma 2.2. Let C 2.1 hold. Then there exists an interval [T1, T ] and bounded
functions α(s), β(s), s ∈ [T1, T ] such that the function u(s, x) = E[u0(ξs,x,v(T ))]
satisfies estimates

‖u(s)‖2∞ ≤ α(s), |u(s, x)− u(s, y)|2 ≤ β(s)‖x− y‖2, (2.8)

if ‖v(s)‖2∞ ≤ α(s) and |v(s, x)− v(s, y)| ≤ β(s)‖x− y‖.

Proof. Under C 2.1 one may choose α(s) = K0. To derive the second estimate in
(2.8) we note that an estimate

Lu(s) ≤ L0e
∫ T
s
L[1+KLv(τ)]dτ (2.9)

can be deduced from (2.5).
Choosing β as a solution of the equation

β(s) = L0exp[

∫ T

s

L[1 +Kβ(τ)]dτ ] (2.10)
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we note that β satisfies as well the Cauchy problem

dβ(s)

ds
= −L[1 +Kβ(s)]β(s), β(T ) = L0.

A solution to this Cauchy problem is unique and has the form

β(s) =
L0e

L(T−s)

1 +KL0[1− eL(T−s)]
. (2.11)

Hence for s ∈ [T1, T ], with ∆1 = |T − T1| such that

∆1 <
1

L
ln [1 +

1

KL0
], (2.12)

the function β(s) given by (2.11) is a required function. �

To construct a solution of the system (2.2), (2.3) we consider processes ξk(t)
and functions uk(s, x) defined by

dξk(τ) = afk(τ, ξk(τ))dτ +Afk(τ, ξk(τ))dw(τ), ξk(s) = x, (2.13)

u0(s, x) = u0(x), uk+1(s, x) = E[u0(ξks,x(T ))]. (2.14)

Theorem 2.3. Let C 2.1 hold. Then the family uk(s, x) defined by (2.14) uni-
formly in x converges to a limit function u(s, x) for any s ∈ [T1, T ], with ∆1 =
|T−T1| satisfying (2.12). In addition the family of processes ξk(t) defined by (2.13)
converges in mean square to a limit process ξ(t).

Proof. From lemma 2.1 we can deduce that Φ(s, x, u) = E[u0(ξs,x(t))] = u(s, x)
defines a contraction map in L. Denote by

κk(s, x) = |uk+1(s, x)− uk(s, x)|2

and by

ζk(s) = supxκ
k(s, x).

The estimates of lemma 2.2 yield

κk(s, x) ≤ Lu0

∫ t

s

‖uk(τ)− uk−1(τ)‖2∞dτeLf (t−s)

and hence the estimate

ζk(s) ≤ δk
∫ t

s

· · ·
∫ t2

s

‖u1(τ1)− u0‖2∞dτ1 . . . dτk

holds for δ = K0Lu0
exp[Lf (T − s)].

As far as functions uk are uniformly bounded and

‖u1(s)− u0‖2L ≤ const <∞,
we get an estimate

‖uk(s)− uk−1(s)‖2L ≤
Nk

k!
const,

where N = δ(T − s). It addition the limit function u(s, x) is Lipschitz continuous
in x since for any s ∈ [T1, T ] we deduce the estimate

|uk(s, x)− uk(s, y)|2 ≤ β(s)‖x− y‖2,
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where β(s) given by (2.11) is bounded on [T1, T ] and this estimate is uniform in
k. �

Now we can state the following assertion.

Theorem 2.4. Let C 2.1 hold and u0 is bounded and Lipschitz continuous. Then
there exists an interval [T1, T ] such that for any s ∈ [T1, T ] there exists a unique
solution (ξs,x(t), u(s, x)) of the system (2.2), (2.3). The function u(s, x) ∈ R is
bounded and Lipschitz continuous while ξ(t) ∈ Rd is an Ft-measurable Markov
process such that E‖ξs,x(t)‖2 <∞ for T1 < s < t ≤ T .

Proof. We deduce from theorem 2.3 that there exists a bounded Lipschitz continu-
ous in x ∈ Rd limit function u(s, x). Then by lemma 2.1 we can prove that for each
s ∈ [T1, T ] there exists a solution of the system (2.2), (2.3) To prove uniqueness of
the solution we assume on the contrary that there exists two solutions u1(s, x) and
u2(s, x), satisfying (2.2), (2.3) such that u1(0, x) = u2(0, x) = u0(x). By lemma
2.1 we know that

‖u1(s)− u2(s)‖2L ≤
∫ T

s

‖u1(τ)− u2(τ)‖2Ldτ,

and deduce applying the Gronwall lemma that ‖u1(s)− u2(s)‖2L = 0. Uniqueness
of a solution to (2.2) under C 2.1 results from the classical results of the SDE
theory as well as the Markov property of ξs,x(t). Lipschitz continuity of u(s, x)
results from estimates in the proof of theorem 2.4. �

Remark 2.5. The family uk(s, x) converges to u(s, x) uniformly in s ∈ t1, T and
x ∈ Rd since there exists a positive constant M such that

sup
s∈[T1,T ]

‖u1(s)− u2(s)‖2L ≤M
∫ T

T1

‖u1(τ)− u2(τ)‖2Ldτ.

Then by the Gronwall lemma sups∈[T1,T ] ‖u1(s)− u2(s)‖2L = 0.

To expose the link between the solution of the system (2.2), (2.3) and the
Cauchy problem (2.1) let us assume that there exists a unique classical solution
u(s) ∈ C2(Rd) of (2.1). Then by the integral version of the Ito formula we have
that the process u(t, ξ(t)) satisfies the equation

u(T, ξ(T )) = u(s, x) +

∫ T

s

[ut(t, ξ(t)) + Luu(t, ξ(t))]dt+ (2.15)

+

∫ T

s

Au(t, ξ(t))∇u(t, ξ(t))dw(t),

where Lvu(t, x) = 1
2TrA

v(t, x)∇2u[Av]∗(t, x) + 〈av(t, x),∇u(t, x)〉. Evaluating
expectation of both parts of (2.15) and keeping in mind that u(s, x) solves (2.1)
we obtain

u(s, x) = E[u0(ξs,x(T ))].

To prove the inverse assertion we have to prove that under some suitable assump-
tions the functions u(s, x) satisfying (2.3) is twice differentiable. We prove the
corresponding results as a consequence of the next section assertions.
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To extend this approach to systems of parabolic equations we need some addi-
tional functional spaces.

Given φ ∈ Cb(Rd;Rd1) we denote by Θ the set of functions Φ(z) = 〈h, φ(x)〉
defined on Z = Rd ×Rd1 , z = (x, h) ∈ Z with the norm

‖Φ‖Θ = sup‖h‖=1 supx∈Rd |〈h, φ(x)〉|.

Let Θ1 = Cb(R
d;Rd1) with the norm ‖φ‖Θ1

= supx∈Rd‖φ(x)‖ and L denote its
subset consisting of Lipschitz continuous functions. One can easily check that

‖Φ‖Θ = ‖φ‖Θ1 .

Let cu(s, x) ∈ Rd1 , Cu(s, x)y ∈ L(Rd1), x, y ∈ Rd, u ∈ Rd1 , au(s, x), Au(s, x) be

as above and we denote by [Cu(s, x)(h, y)]m =
∑d
i=1

∑d1
l=1 C

i
ml(s, x, u(s, x))hlyi.

To simplify formulas below we use Einstein convention about summing up over
the repeating indices if the contrary is not mentioned.

Consider the Cauchy problem for a system of semilinear parabolic equations

∂um
∂s

+ 〈a(s, x, u),∇〉um +
1

2
TrA(s, x, u)∇2umA

∗(s, x, u)+

+Biml(s, x, u)∇iul + cml(s, x, u)ul = 0, um(T, x) = u0m(x), (2.16)

m, l = 1, 2, . . . , d1, i = 1, . . . , d.

To construct a stochastic model associated with (2.16) consider a system of SDEs

dξ = au(τ, ξ(τ))dτ +Au(τ, ξ(τ))dw(τ), ξ(s) = x, (2.17)

dη(t) = cu(τ, ξ(τ))η(τ)dτ + Cu(τ, ξ(τ))(η(τ), dw(τ)), η(s) = h, (2.18)

and a closing equation

〈h, u(s, x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉]. (2.19)

As above we use notations

E[〈ηs,h(T ), u0(ξs,x(T ))〉] = E[〈η(T ), u0(ξ(T ))〉|ξ(s) = x, η(s) = h].

and besides [Cu(h,w)]m =
∑d1
q=1

∑d
i=1 C

i
mqhqwi.

Remark 2.6. Note that coefficients c(s, x, u), C(s, x, u) in (2.18) are dual to coef-
ficients c∗(s, x, u) and C∗(s, x, u) in (2.16) where C∗(s, x, u)A(s, x, u) = B(s, x, u)
that is

d1∑
m,l=1

[
d1∑
m=1

clmhm

]
ul =

d1∑
m=1

hm

[
d1∑
l=1

cmlul

]
,

d1∑
m,l=1

[
d∑
i=1

Biml∇iul

]
hm =

d1∑
m=1

hm

[
d1∑
l=1

d∑
k=1

Ckml∇iulAki
]
.

To construct a solution to (2.17) –(2.19) we consider a system

u0(s, x) = u0(x), ξ0(s) = x, (2.20)

dξk(τ) = au
k

(τ, ξk(τ))dτ +Au
k

(τ, ξk(τ))dw(τ), ξk(s) = x, (2.21)

dηk(t) = cu
k

(τ, ξk(τ))ηk(τ)dτ + Cu
k

(τ, ξk(τ))(ηk(τ), dw(τ)), ηk(s) = h, (2.22)

〈h, uk+1(s, x)〉 = E[〈ηks,h(T ), u0(ξks,x(T ))〉] (2.23)
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and prove that the family uk(s, x) defined by (2.23) is uniformly bounded and
equicontinuous in the norm of Θ1, or equivalently that the family Φk(s, z) =
〈h, uk(s, x)〉 is uniformly bounded and equicontinuous in the norm of Θ.

We say that C 2.3 holds if C 2.1 is valid for u ∈ Rd1 and there exist constants
L,C1 > 0 and C0 such that

〈c(s, x, u)h, h〉+ ‖C(s, x, u)h‖2 ≤ [C0 + C1‖u‖2]‖h‖2,

‖[c(s, x, u)− c(s, y, u)]h‖2 + ‖[C(s, x, u)− C(s, y, u)]h‖2 ≤
≤ [L‖x− y‖2 +Mu‖u− u1‖2]‖h‖2,

where Mu = M(u, u1) is a positive constant depending on u and u1.
We say that C 2.4 holds if C 2.2 holds and C 2.3 is valid both for coefficients

cv, Cv and their derivatives up to the order 2.
It can be verified that conditions C 2.3, C 2.4 ensure that conditions C 2.1

and C 2.2 hold for coefficients q and Q in (2.20) and hence we can apply the above
results to prove the following assertion.

Let us describe more details of this approach.
Let φ ∈ Cb(Rd, Rd1) and Φ(z) = 〈h, φ(s, x)〉. Recall that ‖Φ‖Θ = ‖φ‖Θ1

.
As above we have to prove that the family of successive approximations uk(s, x)

given by (2.23) converges in Θ1 to a limit function u(s, x). To this end given
positive functions γv(s) and Lv(s) and a function v(s, x) ∈ Rd1 such that

supx∈Rd‖v(s, x)‖ = Kv(s) ≤ γv(s), ‖v(s, x)− v(s, y)‖2 ≤ Lv(s)‖x− y‖2, (2.24)

we consider stochastic processes

dξ(τ) = av(τ, ξ(τ))dτ +Av(τ, ξ(τ))dw(τ), ξ(s) = x, (2.25)

dη(τ) = cv(τ, ξ(τ))η(τ)dτ + Cv(τ, ξ(τ))(η(τ), dw(τ)), η(s) = h. (2.26)

Lemma 2.7. Let C 2.2 hold, u0 ∈ Θ1 and v(s) ∈ Θ1 satisfies (2.24) and processes
ξ(t), η(t) are governed by (2.25), (2.26). Then there exists an interval ∆2 = [T2, T ]
such that a function g(s, x) defined by

〈h, g(s, x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉], (2.27)

belongs to Θ1 for all s ∈ ∆2.

Proof. Our aim is to verify that there exists an interval ∆2 = [T2, T ], with T2 ≤ T
such that Kg(s) ≤ γ(s) for all s ∈ ∆2.

We deduce from estimates in C 2.3 and standard stochastic integral estimates
that

‖g(s)‖Θ1 ≤ Ku0exp

[∫ T

s

[2C0 + 3C1Kv(τ)]dτ

]
,

where Ku0 = supx‖u0(x)‖. By arguments similar to those used in the proof of
theorem 2.4 we verify that the function γ(s), defined by

γ(τ) =
2C0Ku0

e2C0(T−τ)

2C0 + 3C1Ku0
− 3C1Ku0

e2C0(T−τ)
, (2.28)

has the required properties and if Kv(τ) ≤ γ(τ), then Kg(τ) ≤ γ(τ) for τ ∈ [T2, T ].
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It follows from (2.28) that γ(τ) is a bounded function for all τ ∈ [0, T ] if
2C0 +3C1Ku0

< 0. Otherwise γ(τ) is bounded over the set ∆2 = [T2, T ] such that

|T2 − T | <
1

2C0
ln

[
1 +

2C0

3C1Ku0

]
. (2.29)

�

We may apply the above results to successive approximations

fk(s, x) = ∇uk(s, x), k = 1, . . . , N, of ∇u(s, x),

where u(s, x) is given by (2.14). This will allow to prove that uk(s, x) are uniformly
in k equicontinuous in x for each s ∈ [T2, T ].

Denote by z = (x, y) ∈ Rd ×Rd, g = (v,∇v),

ãg(s, z) = (av(s, x),∇av(s, x)y), Ãg(s, z) = (Av(s, x),∇Av(s, x)y),

c̃g(s, z)h = (cv(x)h,∇cv(s, x)(h, y)), C̃g(s, z)h = (Cv(s, x)h,∇Cv(s, x)(h, y))

and let f(s, x) = ∇v(s, x).
Next we consider the processes α(t) = ∇ξs,x(t), β(t) = ∇η(t) satisfying SDEs

dα(τ) = ∇ag(τ, ξ(τ))α(τ)dτ +∇Ag(τ, ξ(τ))(α(τ), dw(τ)), α(s) = I, (2.30)

dβ(τ) = ∇cg(τ, ξ(τ))(α(τ), η(τ))dτ + (2.31)

+cg(τ, ξ(τ))(α(τ)β(τ))dτ +∇Cg(τ, ξ(τ))(α(τ), η(τ))dw(τ)+

+Cg(τ, ξ(τ))(β(τ), dw(τ)), η(s) = 0,

where processes ξ(t) and η(t) satisfy (2.25) and (2.26) respectively. Here I is the
unity matrix and we use notations of the type

∇ag(s, x) = ∇xa(s, x, v(s, x)) +∇va(s, x, v(s, x))∇xv(s, x).

Next we have to verify that the function ∇u(s, x) such that

〈h,∇u(s, x)y〉 = E[〈βs,h(T )y, u0(ξs,x(T ))〉+ (2.32)

+〈ηs,h(T ),∇u0(ξs,x(T ))α(T )y〉],
is bounded provided that function ∇v(s, x) is bounded.

As it is easy to see the system (2.17) – (2.19), (2.30) – (2.32) has a structure
which is similar to the structure of the system (2.17) – (2.19) itself. This allows
to apply the above speculations to this new more bulky system.

Coming back to to the Cauchy problem of the form (2.16) with respect to
the function q = (u,∇u), we assume that there are exists constants C1

0 , C
1
1 ,K

1
u0

such that for each h ∈ Rd1 with a finite norm coefficients ãq, c̃q and Ãq, C̃q satisfy
estimates C 2.3. Then we deduce that there exists an interval ∆3 = [T3, T ], and
a function γ2(s), bounded on this interval such that the inequality ‖∇yv(s)‖Θ1

≤
γ2(s)‖y‖ yields an estimate ‖∇yu(s)‖Θ1

≤ γ2(s)‖y‖.
To be more precise by arguments similar to those used in the proof of lemma

2.2 we can prove that a function γ2(s) of the form

γ2(s) =
2C1

0K
1
u0
e2C1

0 (T−s)

2C1
0 + 3C1

1K
1
u0
− 3C1

1K
1
u0
e2C1

0 (T−s)
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has the following property. If ‖∇yv(t, x)‖ ≤ γ2(s)‖y‖ over an interval ∆4 =
[max(T2, T3), T ] such that

|∆4| <
1

2C1
0

ln

[
1 +

2C1
0

3C1
1K

1
0

]
, (2.33)

then ‖∇yu(t, x)‖ ≤ γ2(s)‖y‖ on this interval.
Recall that to prove that uk(s, x) are uniformly in k Lipschitz continuous in

x it is enough to verify that they have bounded derivatives ∇uk(s, x) uniformly
in k. In order to prove that the function f(s, x) = ∇u(s, x) is bounded we can
consider the stochastic system (2.17) – (2.19), (2.30) – (2.32) and repeat the above
considerations.

Finally, having the above apriori estimates we can prove the following assertion.

Theorem 2.8. Assume that C 3 holds. Then there exists an interval ∆4 satisfying
(2.33) such that for s ∈ ∆4 there exists a unique solution of the system (2.17) −
(2.19), (2.30)− (2.32).

We may apply the above considerations to the second order differential prolon-
gation of the system (2.17)–(2.19) which is obtained by adding to (2.17)– (2.19)
the system (2.30)–(2.32) which governs the processes α(t) = ∇ξ(t), β(t) = ∇η(t),
as well as SDEs for α1(t) = ∇2ξ(t), β1(t) = ∇2η(t) having a form of nonuniform
linear SDEs and a relation for ∇2u(s, x)

〈h,∇2u(s, x)(y, y1)〉 = ∇y1〈h,∇u(s, x)y〉 = ∇y1E[〈βs,h(T )y, u0(ξs,x(T ))〉+

+〈ηs,h(T ),∇u0(ξs,x(T ))α(T )y〉],
where ∇yu = 〈y,∇u〉.

Theorem 2.9. Let C 2.4 hold. Then there exists an interval [T4, T ], with the
length satisfying (2.33) and for all s ∈ [T4, T ] there exists a unique solution of
(2.17) − (2.19), (2.30) − (2.32). If coefficients of the system (2.16) and the initial
function u0 are 2 times continuously differentiable in x then the function u(s, x)
is also twice continuously differentiable possibly over a smaller interval [T5, T ] ⊂
[T4, T ].

Proof. Due to the above results it remains only to prove the last assertion of the
theorem. Let us differentiate the system (2.17)-(2.19). As we have seen above as a
result we obtain a more complicated system for the processes ξ(t), η(t), ζ(t), κ(t)),
where ζ(t) = ∇ξs,x(t), κ(t) = ∇ηs,x(t) and functions u(s, x), ∇u(s, x), though
a structure of this new system is similar to the structure of the original system.
Thus under the condition C 4 we can verify that conditions of theorem 2.4 hold
and its conclusion can be applied to the system under consideration. If we prove
that there exists a solution to this new system we may deduce that the solution
u(s, x) of (2.17)-(2.19) has a bounded gradient. Repeating this procedure once
more we can prove that the function u(s, x) is twice differentiable under suitable
conditions on coefficients and initial data of (2.16). �

To show links between (2.16) and (2.17)–(2.19) assume that u(s, x) is a unique
classical solution of (2.16) and apply the Ito formula to the function Φ(s, x, h) =
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〈h, u(s, x)〉 and the two component process ζ(t) = (ξ(t), η(t)) satisfying (2.17)–
(2.19). As a result we can verify that v(s, x) = E〈ηu(T ), u0(ξu(T ))〉 satisfies
(2.16). Finally we can show that u(s, x) ≡ v(s, x). To prove the inverse assertion
we have to verify that the function u(s, x) defined by (2.19) have two bounded
derivatives in x and then apply the above considerations.

Theorem 2.10. Assume that C 2.4 holds. Then there exists an interval [T5, T ]
such that for s ∈ [T5, T ] there exists a unique solution ξs,x(t), ηs,h(t), u(s, x) of the
system (2.17) − (2.19). The function u(s, x) is twice differentiable and hence it
defines a unique classical solution to (2.16)

One can see more detailed proof of the above statements in [6], [19].

Remark 2.11. The probabilistic representation of a solution to (2.16) prompts
that one can reduce this problem to an equivalent Cauchy problem for a scalar
parabolic equation

Φs +
1

2
Qu∇2

zΦ[Qu]∗ + 〈qu,∇zΦ〉 = 0, Φ(T, z) = 〈h, u0(x)〉, (2.34)

with respect to a scalar function Φ(s, z), s ∈ [0, T ], z = (x, h) ∈ Rd ×Rd1 . Here

qu(s, z) =

(
a(s, x, u) 0

0 c(s, x, u)h

)
, Qu(s, z) =

(
A(s, x, u) 0

0 C(s, x, u)h

)
.

(2.35)
Note that one can rewrite the stochastic system (2.17) – (2.19) in the form

dγ(t) = qu(t, γ(t))dt+Qu(t, γ(t)) dW (t), γ(s) = γ = (x, h), (2.36)

Φ(s, z) = E[Φ0(γs,z(T ))], (2.37)

where γ(t) = (ξ(t), η(t))∗, W (t) = (w(t), w(t))∗. Besides the function u(s, x) de-
fined by (2.19) can be presented in the form

〈h, u(s, x) = E〈ηs,h(T ), u0(ξs,x(T ))〉 = 〈h,E [Γ∗(s, T )u0(ξ(T ))]〉. (2.38)

where Γ(T, s)h = ηs,h(T ).

Remark 2.12. Let us briefly mention one more class of systems of nonlinear para-
bolic equations called system with switching regimes or hybrid systems for which
a probabilistic approach shows that the original system of parabolic equations
might be considered as a scalar parabolic equations with a different phase space.
In linear case systems of this type were studied by many authors ( see [18] and
references there). The results mentioned here were obtained in [19].

Let M be an integer and V = {1, . . . ,M} be a fixed discrete set. Along with
the Wiener process w(t) ∈ Rd we will need a Markov chain γ(t) ∈ V defined on
the same probability space (Ω,F , P ). Let

[Quv]m =

M∑
l=1

qml(x, u)vl

and

Lumvm = 〈am(x, u),∇vm〉+
1

2
TrAm(x, u)∇2vm[Am]∗(x, u).

263



YANA BELOPOLSKAYA

Consider the Cauchy problem

∂um
∂s

+ Lumum + [Quu]m = 0, um(s, x) = um0 (x),m = 1, . . . ,M, (2.39)

and note that in this case we do not assume summation in m.
Let the matrix Q(x, u) = (qulm(x)) possess the following properties:
1) qulm(x) = qlm(x, u) ∈ R are bounded in x polylinear in u for all l,m ∈ V and

x ∈ Rd, u ∈ RM ;
2) qlm(x, u) ≥ 0 for all x ∈ Rd, u ∈ RM and l 6= m;
3) qmm(x, u) = −

∑
l 6=m qml(x, u) for all x ∈ Rd, u ∈ RM ,m ∈ V.

To construct a stochastic model of a solution to (2.39) we consider an SDE

dξ(t) = au(ξ(t), γ(t))dt+Au(ξ(t), γ(t))dw(t), ξ(s) = x, γ(s) = m, (2.40)

where a : Rd × V ×RM → Rd, A : Rd × V ×RM → Rd ⊗Rd and

P (γ(t+ ∆t) = l|γ(t) = j, ξ(θ), γ(θ), θ ≤ t} = qujl(ξ(t))∆t+ o(∆t), if l 6= j.
(2.41)

To get a closing relation we think of u as a function defined on a set [0, T ]×Rd×V ,
that is um(s, x) = u(s, x,m) and set

u(s, x,m) = E[u0(ξ(T ), γ(T ))|ξ(s) = x, γ(s) = m]. (2.42)

Note that the evolution of the discrete component γ(t) can be represented via a
stochastic integral withe respect to a Poisson random measure [27]. In order to
construct this representation for x ∈ Rd and i, j ∈ V with i 6= j we define a set
∆ij(x) of the consecutive (with respect to the lexicographic ordering on V × V )
closed from the left and open from the right intervals of the real line having the
length qij(x). Let g : Rd × V ×R→ R has the form

g(x, i, y) =

M∑
j=1

(j − i)Iy∈∆ij(x). (2.43)

Then having the partition {∆ij(x), i, j ∈ V } we obtain g(x, u, y) = j − i if y ∈
∆ij(x), otherwise g(x, i, y) = 0 and (2.43) is equivalent to

dγ(t) =

∫
R

g(ξ(t), γ(t−), y)p(dt, dy),

where p(dt, dy) is the Poisson measure with intensity dt×dy which is independent
of the Wiener process w(t).

Connections between stochastic system of the form (2.40) – (2.42) and a classical
solution of the Cauchy problem (2.39) were investigated in [19].

3. Systems of quasilinear and fully nonlinear PDEs

Consider a system of quasilinear parabolic equations

∂um
∂s

+
1

2
F ij(x, u)∇2

xixj
um +Biml(x, u,∇u)∇xi

ul + cml(x, u,∇u)ul = 0,

um(T, x) = u0m(x), m = 1, 2, . . . , d1, i, j = 1, . . . , d, (3.1)

where F (x, u) = A(x, u)A∗(x, u).
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To extend the above approach to (3.1) we include it to a larger system adding
to (3.1) the system of parabolic equations for functions vjm(t, x) = ∇jum(t, x) and
denoting by gn(t, x) = un(t, x) for n = 1, . . . , d1 and gn(t, x) = ∇xj

gm(t, x) for
j = 1, . . . , d, m = 1, . . . , d1 and n = d1 + 1, . . . , d1× d. One can find at least at the
formal level that vjm(t, x) satisfies the Cauchy problem

∂vjm
∂s

+
1

2
F ik∇2

xixk
vjm +Biml∇iv

j
l + cmlv

j
l +

1

2
[∇xj

F ik +∇uq
F ikvjq ]∇ivkm

+[∇xjB
i
ml +∇uqB

i
mlv

j
q +∇vkqB

i
ml∇xjv

k
q ]vil + [∇xjcml +∇uqcmlv

j
q+

+∇vkq cml∇xj
vkq ]ul = 0, um(T, x) = u0m(x), m, l = 1, . . . , d1, i, j, k = 1, . . . , d.

(3.2)
Finally we can write the system (3.1), (3.2) as a system with respect to components
gn = um, n = 1, . . . d1, gn = ∇iul, n = d1 +1, . . . , d×d1, of a vector valued function
g(t, x),

∂gn
∂s

+Ginp(x, g)∇igp + gnl(x, g)gl +
1

2
F ik(x, u)∇2

xixk
gn = 0, (3.3)

gn(T, x) = u0m(x), n = 1, 2, . . . , d1,

gn(T, x) = ∇iu0m, i = 1, . . . , d, n = d1 + 1, . . . , d1 + d× d1.

Here
Ginp∇igp = Binp∇xig

j
p, if n = 1, . . . , d1,

Ginp∇igp = Binp∇xi
gp +

1

2
[[∇xj

F ik +∇uq
F ikvjq ]∇xi

vkm

gnpgp = cnpgp, n, p = 1, . . . d1,

gnpgp = [∇xjB
i
ml +∇uqB

i
mlv

j
q +∇vkqB

i
ml∇xjv

k
q ]vil+

+[∇xj
cml +∇uq

cmlv
j
q +∇vkq cml∇xj

vkq ]ul.

Analyzing (3.1) and (3.3) it easy to see that they make a system with a structure
similar to the structure of the system (3.1) itself. Hence we can apply to it the
considerations of the previous section. The correspondent stochastic system will
include an SDE for a basic process ξ(t) of the form

dξ = A(ξ(τ), u(τ, ξ(τ)))dw(τ), ξ(s) = x, (3.4)

and the following SDEs

dη(t) = c(ξ(τ), u(τ, ξ(τ)))η(τ)dτ + Cu(ξ(τ), u(τ, ξ(τ)))(η(τ), dw(τ)), η(s) = h,
(3.5)

dα(t) = [∇A(ξ(τ), u(τ, ξ(τ))) +∇uqA(ξ(τ), u(τ, ξ(τ)))∇uq]α(τ)dw(τ), α(s) = I
(3.6)

dβ(t) = c(ξ(τ), u(τ, ξ(τ)))β(τ)dτ + λ(ξ(τ), u(τ, ξ(τ)))(α(τ), η(τ))dτ+ (3.7)

+C(ξ(τ), u(τ, ξ(τ)))β(τ)dw(τ) + Λ(ξ(τ), u(τ, ξ(τ))(α(τ), η(τ)))dw(τ), β(s) = 0.

Here
λjqm(x, u) = ∇xj

cqm(x, u) +∇ul
cqmv

j
l ,

Λijqm = ∇xi
Cjqm +∇ul

Cjqmv
i
l , i, j = 1, . . . , d, q,m = 1, . . . , d1.

Besides to obtain a closed system we need two more equations

〈h, u(s, x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉], (3.8)
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〈h,∇u(s, x)〉 = E [〈β(T ), u0(ξ(T ))〉+ 〈η(T ),∇u0(ξ(T ))α(T )〉] . (3.9)

Next we have to state conditions on the coefficients of (3.1) to ensure that coeffi-
cients itself and their derivatives satisfy conditions C 2 and apply the results of
the previous section.

Theorem 3.1. Assume that coefficients A, c, C in (3.1) satisfy C 2.4. Then there
exists and interval [T5, T ], 0 ≤ T5 < T such that for all s, t ∈ [T5, T ] there exists
a unique stochastic processes ξ(t), η(t), α(t), β(t) and functions u(s, x),∇u(s, x)
which satisfy the system (3.4)− (3.9).

In a similar way we can treat the Cauchy problem for a fully nonlinear parabolic
equation of the form

ut + Φ(x, u,∇u,∇2u) = 0, u(T, x) = u0(x). (3.10)

To explain our approach we consider a bit more simple case, namely the system
of the form

umt + Φ(u,∇2um) = 0, um(T, x) = u0m(x),m = 1, . . . , d1. (3.11)

As above we consider a differential prolongation of the system (3.10) which allows
to include this equation into a system of semilinear parabolic equations. Denote
by v0 = u ∈ Rd1 , v1 = ∇u ∈ Rd1 ⊗ Rd, v2 = ∇2u ∈ Rd1 ⊗ Rd ⊗ Rd, v3 = ∇3u ∈
Rd1⊗Rd⊗Rd⊗Rd and derive equations to govern vmq,m = 1, . . . , d1, q = 0, . . . , 3.
Let ∇vm2Φ(v0, v2) = 1

2A(v0, vm2)A∗(v0, vm2) and

TrA(v0, vm2)∇2vmA∗(v0, vm2) = Aik(v)∇2
xixj

vAkj(v).

By formal differentiation with respect to spatial argument x ∈ Rd we derive the
following system

vm0
t +Tr∇vm2Φ(v0, vm2)∇2vm0+Φ(v0, vm2)−Tr∇vm2Φ(v0, vm2)vm2 = 0, (3.12)

v0(T, x) = u0(x).

vm1
t +∇vq0Φ(v0, vm2)vq1 + Tr∇vm2Φ(v0, vm2)∇2vm1 = 0, (3.13)

vm1(T, x) = ∇um0 (x).

vm2
t + [∇vq0Φ(v0, v2)∇vq0 +∇v2Φ(v0, v2)∇vq2]vq1 +∇vq0Φ(v0, vm2)vq2 (3.14)

+Tr∇vm2Φ(v0, vm2)∇2vm2 + [∇vq0Φ(v0, vm2)∇vq0

+∇vm2Φ(v0, vm2)∇vq2]∇vm2 = 0, vm2(T, x) = ∇2um0 (x).

Note that in (3.12)–(3.14) summation over m is not supposed.
Unfortunately, the last term in (3.13) is still nonlinear in ∇v and hence we need

an equation for vm3. We leave it to a reader to verify that as a result we obtain a
system of semilinear parabolic equations which has a form

vlt +
1

2
TrA(v)∇2vlA∗(v) + Csli (v)Aik(v)∇kvsl + cls(v)vsl = 0, (3.15)

vl(T ) = vl0(x), l = 1, . . . ,M = d1[1 + d+ d2 + d3].

Thus, if∇um2Φ(u, um2) > 0 and coefficients A(v), c(v) and C(v) in (3.15) satisfy
condition C.2.4 then we can apply the results of the previous section to the system
(3.15).
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4. FBSDE and quasilinear and fully nonlinear parabolic equations and
systems

In this section we consider an alternative probabilistic approach to quasilinear
and fully nonlinear parabolic equations and systems. In addition we show the way
to give a probabilistic interpretation of a viscosity solution of the Cauchy problem
for systems of nonlinear parabolic equations.

Consider a diagonal system of PDEs of the form

ums +
1

2
TrA(x, u)∇2umA∗(x) + 〈au(x),∇um〉+ fm(x, u,∇u) = 0, (4.1)

um(T, x) = u0,m(x) ∈ R, m = 1, . . . d1.

Here A : Rd×Rd1 → Rd⊗Rd, a : Rd×Rd1 → Rd, f : Rd×Rd1 ×Rd⊗Rd1 → Rd1 .
Let there exists a classical solution u(s, x) ∈ Rd1 of (4.1) and a stochastic process
ξ(t) satisfies an SDE

dξ(t) = a(ξ(t), u(t, ξ(t)))dt+A(ξ(t), u(t, ξ(t)))dw(t), ξ(s) = 0. (4.2)

Keeping in mind (4.1) and applying Ito’s formula we derive an expression for a
stochastic differential dy(t) of the stochastic process y(t) = u(t, ξ(t))

dy(t) = −g(ξ(t), y(t), z(t))dt+ 〈z(t), dw(t)〉, y(T ) = u0(ξ(T )) = ζ ∈ Rd1 , (4.3)

where z(t) = A∗(ξ(t)u(t, ξ(t)))∇u(t, ξ(t)) and f(x, u,∇u) = g(x, u, [Au]∗∇u). The
couple (4.2), (4.3) is called a forward-backward stochastic equation (FBSDE).

Denote by Ft a flow of sigma-subalgebras of F , generated by the Wiener process
w(t). To explain specific features of an equation of the type (4.3) note that even
in the case when ξ(t) is a known Ft adapted stochastic process an equation of the
form (4.3) includes two unknown processes y(t) and z(t) and thus its solution is
defined as a couple of Ft-adapted stochastic process such that y(T ) = ζ. Thus, one
needs an additional relation to construct a solution to such an equation and the
Ito martingale representation theorem can be used to obtain the required relation.

Namely, given FT -measurable random variable ζ ∈ Rd ⊗ Rd1 under suitable
conditions on g one may consider a square integrable martingale

χ = E[ζ +

∫ T

0

g(ξ(τ), y(τ), z(τ))dτ |Ft].

By the Ito theorem χm could be presented in the form

χ = E[χ] +

∫ T

0

z(τ)dw(τ), (4.4)

where z(t) ∈ Rd ⊗Rd1 is Ft-measurable uniquely defined process such that

E

[∫ T

0

‖z(t)‖2dt

]
≤ ∞

in a matrix norm. Finally, one can verify that a couple (y(t), z(t)) satisfies (4.3) if

y(t) = E

[
ζ +

∫ T

t

g(ξ(τ), y(τ), z(τ))dτ |Ft

]
(4.5)

and z(t) is defined by (4.4).
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To be more precise we need some spaces of stochastic processes. Denote by:
L2
T (Rd1) be the space of FT -measurable random variables χ ∈ Rd1 such that

E‖ξ‖2 <∞;
S2(Rd1) the set of continuous stochastic processes y(t) ∈ Rd1 such that

E[ sup
0≤t≤T

‖y(t)‖2] <∞;

H2(M) the set of Rd ⊗ Rd1 = M valued processes z(t) such that for h ∈ Rd
with ‖h‖ <∞,

E

[∫ T

0

‖z(t)h‖2dt

]
≤ ∞.

We say that processes ξ(t) ∈ Rd, y(t) ∈ Rd1 , z(t) ∈ M solve the FBSDE (4.2),
(4.3) if they are Ft measurable, ξ(t) ∈ S2(Rd), y(t) ∈ S2(Rd1), z(t) ∈ H2 and for
given FT - measurable random variable ζ ∈ Rd1 such that E[‖ζ‖2] <∞

y(t) = ζ +

∫ T

t

g(ξ(τ), y(τ), z(τ))dτ −
∫ T

t

z(τ)dw(τ) (4.6)

holds with probability 1.
We generalize this approach to apply it to a nondiagonal system of nonlinear

parabolic equations

ums +
1

2
TrA(x, u,∇u)∇2umA∗(x, u,∇u) + 〈a(x, u,∇u),∇um〉+ (4.7)

+Bmli (x, u,∇u)∇xi
ul + cml(x, u,∇u)ul + gm(x, u,∇u) = 0,

um(T, x) = u0,m(x) ∈ R, m = 1, . . . d1.

First we extend to the system (4.7) the relations obtained in the Remark (2.12).
Namely, we rewrite (4.7) as a scalar equation

∂Φ

∂s
+

1

2
TrQ∗(x, h)∇2ΦQ(x, h)+〈q(x, h),∇Φ〉+G(s, h, x,Φ, Q∗∇Φ) = 0, (4.8)

Φ(T, x) = Φ0(x, h) = 〈h, u0(x)〉.
with respect to a scalar function Φ(s, x, h) = 〈h, u(s, x)〉.

Here

TrQ∗∇2Φ(s, x, h)Q = A∗ki
∂2Φl(s, x, h)

∂xi∂xj
Ajk + 2Clmk

∂2Φ(s, x, h)

∂xj∂hm
Ajk+

+Clmk hm
∂2Φ(s, x, h)

∂hl∂hp
Cmpk = A∗ki

∂2ul(s, x)

∂xi∂xj
Ajkhl + 2Cqmk

∂uq(s, x)

∂xj
Ajkhm,

since, due to linearity of Φ(s, x, h) in h, we have ∂2Φ(s,x,h)
∂hq∂hp

≡ 0. In addition

〈q,∇Φ(s, x, h)〉 = aj
∂Φ(s, x, h)

∂xj
+ clmhm

∂Φ(s, x, h)

∂hl
= aj

∂ul
∂xj

hl + clmhmul,

G(s, x, h) = hlgl(s, x, u,A
∗∇u).

Next we consider a stochastic process ζ(t) = (ξ(t), η(t)) given by

dξ = au(τ, ξ(τ))dτ +Au(τ, ξ(τ))dw(τ), ξ(s) = x, (4.9)

dη(t) = cu(τ, ξ(τ))η(τ)dτ + Cu(τ, ξ(τ))(η(τ), dw(τ)), η(s) = h, (4.10)
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as a solution of a stochastic equation

dζ(τ) = q(ζ(τ),Φ(t, ζ(τ)))dτ +Q(ζ(τ),Φ(t, ζ(τ)))dw(τ), ζ(s) = (x, h). (4.11)

In addition we notice that a solution of (4.10) (provided it exists) gives rise
to a multiplicative operator functional Γ(t, s, ξ(·)) ≡ Γ(t, s) of the process ξ(t)
satisfying (4.9), that is η(t) = Γ(t, s)h and Γ(t, s)h = Γ(t, θ)Γ(θ, s)h a.s. for
0 ≤ s ≤ θ ≤ t ≤ T . Hence to derive an FBSDE associated with (4.8) we can
proceed as follows.

Assume that there exists a classical solution to the Cauchy problem (4.7) or
what is equivalent suppose that there exists a classical solution to (4.8) and com-
pute a stochastic differential of a scalar stochastic process Y (t) = 〈η(t), u(t, ξ(t))〉.
We can verify that

dY (t) = 〈dη(t), u(t, ξ(t))〉+ 〈η(t), du(t, ξ(t))〉+ 〈dη(t), du(t, ξ(t))〉.
Taking into account (4.9), (4.10) and applying the Ito formula we derive

dY (t) = −F (ξ(t), Y (t), Z(t))dt+ 〈Z(t), dW (t)〉, Y (T ) = ζ = 〈h, u0(ξ(T ))〉,
(4.12)

where W (t) = (w(t), w(t))∗, Γ(t)h ≡ Γ(t, s)h = ηs,h(t) and

〈Z(t), dW (t)〉 = 〈C(Γ(t)h, dw(t)), u(t, ξ(t))〉+ 〈Γ(t)h,∇u(t, ξ(t))Adw〉 =

= 〈h,Γ∗(t)[C∗u(t, ξ(t)) +A∗∇u(t, ξ(t))]dw(t)〉.
Keeping in mind that

Y (t) = 〈η(t), u(t, ξ(t))〉 = 〈h,Γ∗(t)u(t, ξ(t))〉
it is easy to deduce from (4.9) a BSDE

dy(t) = −f(ξ(t), y(t), z(t))dt+ z(t)dw(t), y(T ) = u0(ξ(T )), (4.13)

where

f(ξ(t), y(t), z(t)) = (4.14)

= Γ∗(t)g (ξ(t), u(t, ξ(t)), C∗(t, ξ(t))u(t, ξ(t)) +A∗(t, ξ(t))∇u(t, ξ(t))) =

= Γ∗(t)g
(
ξ(t), [Γ∗]−1(t)y(t), C∗(ξ(t))[Γ∗]−1(t)y(t) +A∗(ξ(t))[Γ∗]−1(t)z(t)

)
and from 〈h, z(t)dw(t)〉 = 〈Z(t), dW (t)〉. and

Z(t) = ([Γ∗]−1(t)C∗(t, ξ(t))u(t, ξ(t)), [Γ∗]−1(t)A∗(ξ(t))∇u(t, ξ(t)))∗,

we deduce

z(t) = [Γ∗]−1(t)[C∗(t, ξ(t))u(t, ξ(t)) +A∗(t, ξ(t))u(t, ξ(t))∇u] ∈ H2(M).

When the solution y(t) is a scalar process and a comparison theorem holds one
can prove that the function u(s, x) defined by y(s) = u(s, x) is a viscosity solution
of the Cauchy problem for a corresponding quasilinear parabolic equation [14].

The above interpretation of the system (4.7) as a scalar equation (4.8) prompts
that one can call y(s) = u(s, x) a viscosity solution of (4.7) if Y (s) = 〈h, u(s, x)〉
is a viscosity solution of (4.8). The proof of existence and uniqueness of a solution
to the FBSDE (4.10)–(4.12). one can find in [19].

Let us discuss a probabilistic approach to interpretation of the Cauchy problem
for a fully nonlinear parabolic equation based on the theory of FBSDE.
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We consider the Cauchy problem

ut + Φ̃(x, u,∇u,∇2u) = 0, u(0, x) = u0(x) ∈ R, x ∈ Rd, t ∈ [0, T ]. (4.15)

We assume that the function Φ̃(x, y, z, r), x ∈ Rd, y ∈ R, p ∈ Rd, r ∈ Rd ⊗ Rd
has a positive definite derivative with respect to r ∈ Rd⊗Rd that is Mij = ∇rijΦ̃
possesses the property x∗Mx ≥ 0 for all x ∈ Rd \ {0}. Let ∇rΦ̃(x, y, v, r) =
1
2 Ã(x, y, p, r)Ã∗(x, y, p, r).

As in the previous section along with (4.15) we consider an equation with respect
to the function v = ∇u ∈ Rd

vt +∇Φ̃(x, u, v,∇v) +∇uΦ̃(x, u, v,∇v)v +∇vΦ̃(x, u, v,∇v)∇v+ (4.16)

+∇rΦ̃(x, u, v,∇v)∇2v = 0, v(0, x) = ∇u0(x) ∈ Rd, x ∈ Rd, t ∈ [0, T ].

and rewrite (4.15) in the form

ut +
1

2
TrÃ(x, u, v,∇v)∇2uÃ∗(x, u, v,∇v) + Φ̃(x, u, v,∇v)− (4.17)

−∇rΦ̃(x, u, v,∇v)∇v = 0, u(0, x) = u0(x).

It is easy to see that the system (4.16), (4.17) is a system of quasilinear parabolic
equations.

Set A(x, y1, y2, z2) = Ã(x, y, p, [Ã∗]−1z2), where y1 = y, y2 = p, z2 = Ã∗r, and
consider an SDE

dξ(t) = A(ξ(t), y1(t), y2(t), z2(t))dw(t), ξ(s) = ξ0. (4.18)

Assume that u(t, x) is a C3 smooth function and (u, v) is a solution of (4.15)
(4.16). Given a process ξ(t) satisfying (4.18) we consider processes

y1(t) = u(t, ξ(t)), y2(t) = v(t, ξ(t))

and
z1(t) = A∗(ξ(t), y1(t), y2(t),∇2u(t, ξ(t)))∇u(t, ξ(t)),

z2(t) = A∗(ξ(t), y1(t), y2(t),∇2u(t, ξ(t))).

By the Ito formula we derive

dy1(t) = [ut(t, ξ(t)) +Auu(t, ξ(t))]dt+ 〈z1(t), dw(t)〉,
dy2(t) = [vt(t, ξ(t)) +Auv(t, ξ(t))]dt+ z2(t)dw(t),

where Agu(t, x) = 1
2TrA(x, g,∇g,∇2g)∇2u(t, x)A∗(x, g,∇g,∇2g). Setting

f1(x, y1, y2, z2) = Φ̃(x, y1, y2, [Ã∗]−1z2)−∇rΦ̃(x, y1, y2, [Ã∗]−1z2)y2,

f2(x, y1, y2, z2) = ∇Φ̃(x, y1, y2, [Ã∗]−1z2) +∇uΦ̃(x, y1, y2, [Ã∗]−1z2)v+

+∇vΦ̃(x, y1, y2, [Ã∗]−1z2)[Ã∗]−1z2

we obtain a system of BSDEs

dy1(t) = −f1(ξ(t), y1(t), y2(t), z2(t))dt+ z1dw(t), y1(T ) = u0(ξ(T )) = ζ1,
(4.19)

dy2(t) = −f2(ξ(t), y1(t), y2(t), z2(t))dt+ z2dw(t), y2(T ) = v0(ξ(T )) = ζ2.
(4.20)

To introduce a notion of a solution to the FBSDE (4.18)– (4.20) let

B3 = S2
T (Rd)× S2

T (R×Rd)×H2
T (Rd ×Rd ⊗Rd).
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We say that a triple (ξ(t), y(t), z(t)) ∈ B3 is a solution of the FBSDE (4.18) –
(4.20) if the processes ξ(t), y(t), z(t) are Ft- measurable and with probability 1 we
have

ξ(t) = x+

∫ t

s

A(ξ(τ), y1(τ), y2(τ), z2(τ))dw(τ), (4.21)

y(t) = ζ +

∫ T

t

f(ξ(τ), y1(τ), y2(τ), z2(τ))dτ −
∫ T

t

z(τ)dW (τ). (4.22)

Here

y = (y1, y2) ∈ R×Rd, f = (f1, f2) ∈ R×Rd, z = (z1, z2) ∈ Rd × (Rd ⊗Rd),

W (t) = (w(t), w(t)),∈ Rd ×Rd, ζ = (ζ1, ζ2) ∈ R×Rd,
ζ1 = h(ξ(T )), ζ2 = ∇h(ξ(T )).

Setting

κ = (x, y, z), α(x, y, z) = A(x, y1, y2, z2), β(x, y, z) = f(x, y1, y2, z2)

we rewrite (4.21), (4.22) as a system

ξ(t) = x+

∫ t

s

α(ξ(τ), y(τ), z(τ))dw(τ), (4.23)

y(t) = ζ +

∫ T

t

β(ξ(τ), y(τ), z(τ))dτ −
∫ T

t

z(τ)dW (τ) (4.24)

and note that this system is not closed.
To make the system closed we have to apply the Ito martingale representation

theorem which states the following.

Theorem 4.1. Let χ ∈ R×Rd be an FT - local square integrable martingale then
it admits a representation of the form

χ = Eχ+

∫ T

0

z(τ)dw(τ)

and z(·) ∈M = H2
T (Rd ×Rd ⊗Rd) is unique.

Below we state conditions to ensure that we can apply the Ito theorem to the
local martingale

χ = E[ζ +

∫ T

0

f(ξ(τ), y1(τ), y2(τ), z2(τ))dτ |Ft],

where ζ ∈ L2
T (R×Rd) and to prove existence and uniqueness of a solution to the

system (4.23), (4.24).
Let κ = (x, y, z)∗, G ∈ (R × Rd) ⊗ Rd, α̂(κ) = (−G∗β,Gα)∗(κ), where Gα =

(Gα1, . . . , Gαd).
We say that condition C 4 holds if
1) α̂(κ) is C1- smooth and sublinear in κ; h(x),∇h(x) are bounded and Lipschitz

continuous.
2) there exist positive constants µ1, µ2, µ3 such that given a full rank matrix G

〈α̂(κ)− α̂(κ1), κ− κ1〉 ≤ −µ1‖Gx̄‖2 − µ2(‖G∗ȳ‖2 + ‖G∗z̄‖2) ∀κ, κ1 ∈ B3,
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〈u0(x)− u0(x1), G(x− x1)〉 ≥ µ3‖Gx̄‖2

for any κ = (x, y, z), u1 = (x1, y1, z1), x̄ = x − x1, ȳ = y − y1, z̄ = z − z1, and
µ1 + µ2 > 0 and µ2 + µ3 > 0.

The following assertion is a consequence of the results in [28].

Theorem 4.2. Assume that C 4 holds. Then there exists a unique solution
(ξ(t), y(t), z(t)) ∈ B3 of the FBSDE (4.23), (4.24).

We consider a system of successive approximations (the Picard iteration) to a
solution ξ(t), y(t) = (y1(t), y2(t)), z(t) = (z1(t), z2(t)) of (4.23), (4.24).

ξ0(t) = x, y0(t) = (h(x),∇h(x)) = g(x), z0(t) = 0,

ξ1(t) = x+

∫ t

s

α(x, h(x), 0)dw(τ), (4.25)

y1(t) = g(ξ1(T )) +

∫ T

t

β(ξ1(τ), y1(τ), z1(τ))dτ −
∫ T

t

z1(τ)dW (τ), (4.26)

· · ·

ξn+1(t) = x+

∫ t

s

α(ξn(τ), yn(τ), zn(τ))dw(τ), (4.27)

yn+1(t) = h(ξn(T )) +

∫ T

t

β(ξn(τ), yn(τ), zn(τ))dτ −
∫ T

t

zn+1(τ)dW (τ). (4.28)

One can prove that the solution of the decoupled FBSDE (4.27), (4.28) converges
to a solution of (4.23), (4.24) as n→∞. In other words setting

∆ξn(t) = ‖ξn+1(t)− ξn(t)‖2, ∆yn(t) = ‖yn+1(t)− yn(t)‖2,

∆zn(t) = ‖zn+1(t)− zn(t)‖2,
one can verify that

lim
n→∞

E

[
sup
s≤t≤T

[∆ξn(t) + ∆yn(t)] +

∫ T

s

∆zn(t)dt

]
= 0.

We refer to [19], [29] for the proof of this theorem.
Note that one can reduce an FBSDE to the following optimal control problem

[24], [34], [37] :
to find y(s) = y0 and z(τ), τ ∈ [s, T ] such that

inf
y0,z(t),s≤t≤T

E[‖h(ξy0,z(·)(T ))− yy0,z(·)(T )‖2] = 0,

where

ξy0,z(t) = x+

∫ t

s

α(ξy0,z(τ), yy0,z(τ), z(τ))dw(τ),

yy0,z(s) = y0 +

∫ T

s

β(ξy0,z(τ), yy0,z(τ), z(τ))dτ −
∫ T

s

z(τ)dW (τ(s),

where y0 ∈ Rd+1 is F0-measurable and z(t) ∈ Rd × Rd ⊗ Rd is an Ft adapted
square integrable process.
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To verify this we check that if y(s) = y0 ∈ Rd+1 and {z(t)}s≤t≤T ∈ H2
T (H),

where H = Rd ×Rd ⊗Rd satisfy

ξ(t) = x+

∫ t

s

α(ξ(τ), y(τ), z(τ))dw(τ), (4.29)

y(s) = g(ξ(T )) +

∫ T

s

β(ξ(τ), y(τ), z(τ))dτ −
∫ T

s

z(τ)dW (τ) (4.30)

then obviously
E
[
‖g(ξ(T ))− y(T )‖2

]
= 0.

On the other hand if we choose y0 = y(s) and z(t) as control parameters of the
optimal control problem

inf
ỹ0,{z̃(t)}s≤t≤T

E
[
‖g(ξ̃(T ))− ỹ(T )‖2

]
, (4.31)

where

ξ̃(t) = x+

∫ t

s

α(ξ̃(τ), ỹ(τ), z̃(τ))dw(τ), (4.32)

ỹ(t) = g(ξ̃(T )) +

∫ T

t

β(ξ̃(τ), ỹ(τ), z̃(τ))dτ −
∫ T

t

z̃(τ)dW (τ) (4.33)

then we deduce that

inf
ỹ0,{z̃(t)}s≤t≤T

E
[
‖g(ξ̃(T ))− ỹ(T )‖2

]
= 0.

As a result we conclude that one may reduce the system (4.23), (4.24) to vari-
ational problem (4.31)– (4.33).

5. Numerical algorithms for solution of nonlinear parabolic equations
and systems

In this section we describe numerical algorithms to construct approximate so-
lution of the Cauchy problem for nonlinear parabolic equations and systems based
on probabilistic representations of these solutions.

5.1. Numerical SDE schemes for solution of semilinear equations and
systems. We start with probabilistic representations of a classical solution to the
Cauchy problem

∂um
∂s

+ 〈a(s, x, u),∇〉um +Biml(s, x, u)∇iul + cml(s, x, u)ul+

+
1

2
TrA(s, x, u)∇2umA

∗(s, x, u) = 0, um(T, x) = u0m(x), (5.1)

m = 1, 2, . . . , d1,

constructed in section 2 and then derive an algorithm based on the representation
of section 3.

Consider a probabilistic counterpart of the Cauchy problem (5.1)

dξ = au(τ, ξ(τ))dτ +Au(τ, ξ(τ))dw(τ), ξ(s) = x ∈ Rd, (5.2)

dη(t) = cu(τ, ξ(τ))η(τ)dτ + Cu(τ, ξ(τ))(η(τ), dw(τ)), η(s) = h ∈ Rd1 , (5.3)

〈h, u(s, x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉]. (5.4)
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Our aim is to construct a numerical solution of (5.2)–(5.4) .
Let s = t0 < t1 · · · < tN = T, with tk = kh,∆t = T−s

N be a given partition,
∆t = tk+1 − tk and ∆kw = w(tk+1)− w(tk) for k = 0, . . . , N − 1.

To construct a numerical scheme based on the stochastic system (5.2)–(5.4) we
present the relation (5.4) in the form

〈h, u(s, x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉] = 〈h,E[S∗(s, T )u0(ξs,x(T ))〉],
where S(T, s)h = ηs,h(T ). From the Markov property of the stochastic process
ξs,x(t) and uniqueness of the solution ηs,h(t) to (5.3) we deduce that

〈h,E[S∗(s, T )u0(ξs,x(T ))]〉 = 〈h, U(s, T )u0(x)〉, (5.5)

where U(s, T ) is an evolution family acting in the space Cb(R
d;Rd1) of continuous

bounded functions valued in Rd1 . Due to the evolution property of U(s, T ) we

have an equality U(s, T ) =
∏N−1
k=0 U(tk, tk+1).

To construct an approximation of U(s, T ) we apply the Euler scheme to ap-
proximate the processes ξs,x(t) and ηs,h(t).

ξtk,x(tk+1) ∼ ξ̄tk,x(tk+1) = x+ a(x, u(tk, x))∆t+A(x, u(tk, x))∆kw, (5.6)

ηtk,h(tk+1) ∼ η̄tk,h(tk+1) = h+ c(x, u(tk, x))h∆t+ C(x, u(tk, x))(h,∆kw), (5.7)

and define the function ū(t, x) by a relation

〈h, ū(t, x)〉 = 〈h, Ū(tk, tk+1)ū(tk+1, x)〉 = E[〈η̄tk,h(tk+1), ū(tk+1, ξ̄tk,x(tk+1))〉].
(5.8)

In addition we approximate ∆kw by ε
√

∆t, where ε is the Bernoulli random vari-
able valued in {−1, 1} with a distribution P{ε = −1} = P{ε = 1} = 1

2 and denote

by Û(s, t) the map defined by (5.4) with ξ̂tk,x(tk+1) and η̂tk,h(tk+1) instead of

ξ̄tk,x(tk+1) and η̄tk,h(tk+1), where ξ̂tk,x(tk+1) and η̂tk,h(tk+1) are defined by

ξ̂tk,x(tk+1) = x+ a(x, û(tk, x))∆t+A(x, û(tk, x))ε
√

∆t, (5.9)

η̂tk,h(tk+1) = h+ c(x, û(tk, x))h∆t+ C(x, û(tk, x))(h, ε
√

∆t), (5.10)

〈h, û(tk, x)〉 = E〈η̂tk,h(tk+1), û(tk+1, ξ̂tk,x(tk+1))〉. (5.11)

From the Markov property of ξs,x(t) and properties of a solution to the linear SDE
(5.3) we can deduce the following assertion.

Lemma 5.1. Assume that coefficients in (5.2), (5.3) and the function u0(x) satisfy
C 2.4. Then the map U(s, T ) defined by

〈h, U(s, T )u0(x)〉 = E[〈ηs,h(T ), u0(ξs,x(T ))〉] = (5.12)

= 〈h,E[S∗(s, T )u0(ξs,x(T ))]〉
is an evolution family.

Note that unlike U(s, t) both Ū(s, t) and Û(s, t) cease to be evolution families
that is Ū(s, t) 6= Ū(s, θ)Ū(θ, t) for s < θ < t.

Given η̄(tk+1) = S̄(tk, tk+1)h, η̂(tk+1) = Ŝ(tk, tk+1)h we have 〈S̄h, v〉 = 〈h, S̄∗v〉
and

〈h, [Ū(tk, tk+1)v̄](tk, x)〉 = E〈η̄(tk+1), v̄(tk+1, ξ̄tk,x(tk+1))〉 = (5.13)

= 〈h,E[S̄∗(tk, tk+1)v̄(tk+1ξ̄tk,x(tk+1))〉
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where v̄(tk, x) = Ū(tk, tk+1)v̄(tk+1, x) and similar relations for Û(tk, tk+1), v̂(tk, x).
Let

Ûn(s, T ) =

n−1∏
k=0

Û(tk, tk+1). (5.14)

Keeping in mind (5.9) – (5.11) we obtain

[Û(tk, tk+1)v]m(tk, x) =

d1∑
l=1

Û(tk, tk+1)mlvl(tk+1, x) =

=
1

2

d1∑
l=1

[δml + cml(x, v(tk+1, x))∆t+ Cml(x, v(tk+1, x))
√

∆t]×

×vl(tk+1, x+ a(x, v̄(tk+1, x)))∆t+A(x, v(tk+1, x))
√

∆t+

+
1

2

d1∑
l=1

[[δml + cml(x, ū(tk+1, x))∆t− Cml(x, v(tk+1, x))
√

∆t]×

×vl(tk+1, x+ a(x, v(tk+1, x))∆t−A(x, v(tk+1, x))
√

∆t)], (5.15)

where δlm = 1, if l = m and δlm = 0, if l 6= m.
Finally, we apply Ûn(s, T ) =

∏n−1
k=0 Û(tk, tk+1) to approximate Un(s, T )u0 =∏n−1

k=0 U(tk, tk+1) in spite of the lack of evolution property of the map Û(s, T ).

Based on Marsden results [33] we prove that limn→∞Ûn(s, T )u0 = U(s, T )u0.

Theorem 5.2. Let V1(s, T ) and V2(s, T ) be bounded maps acting in C([0, T ]×Rd)
such that

‖Vi(s, t)u‖∞ ≤ Ki‖u‖∞, ||Vi(s, t)u− Vi(s, t)v‖∞ ≤ eγit‖u− v‖∞, i = 1, 2.

Let Vi(s, T ) are differentiable in s and

‖V1(tk, tk+1)u− V2(tk, tk+1)u‖∞ ≤ γ(∆)1+α‖v‖∞
for some α > 0. Assume that there exists a limit

lim
n→∞

n−1∏
k=0

V1(tk, tk+1)v = V1(s, T )v,

then there exists a limit

lim
n→∞

n−1∏
k=0

V2(tk, tk+1)v = V2(s, T )v.

We apply the results of this assertion to the above maps U(s, T ) given by (5.12)

and Û(s, T ) given by (5.15) .

Lemma 5.3. Let the processes ξ(t), η(t) and the function u(s, x) be defined by
(5.7)– (5.9). Then maps

U(s, T )u0(x) = Es,xS
∗(s, T )u0(ξ(T ))],

Ū(tk, tk+1)v(x) = Etk,x[S̄∗(tk, tk+1)v(ξ̄(tk+1))],

Û(tk, tk+1)v(x) = Etk,x[Ŝ∗(tk, tk+1)v(ξ̂(tk+1))]
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satisfy conditions of the previous assertion and thus there exists limits

lim
n→∞

n−1∏
k=0

Ū(tk, tk+1)u0 = U(s, T )u0, lim
n→∞

n−1∏
k=0

Û(tk, tk+1)u0 = U(s, T )u0.

Proof. Let V1(tk, tk+1) = U(tk, tk+1), V2(tk, tk+1) = Ū(tk, tk+1), V3(tk, tk+1) =

Û(tk, tk+1). From the results of section 2 we deduce

‖Vq(tk, tk+1)u(tk+1)‖∞ ≤ ‖u(tk+1)‖∞exp{K∆}+ β∆, q = 1, 2, 3

and

‖V1(tk, tk+1)v(tk+1)− V2(tk, tk+1)v(tk+1)‖ ≤ C(∆t)1+α‖v(tk+1)‖∞,

‖V2(tk, tk+1)v(tk+1)− V3(tk, tk+1)v(tk+1)‖ ≤ C(∆t)1+α‖v(tk+1)‖∞,
where γ,C, α are positive constants. It results from theorem 5.1 that

U(s, T )u0(x) = lim
n→∞

n−1∏
k=0

Ū(tk, tk+1)u0(x).

By the triangle inequality we have

sup
x
‖Ū(s, T )− Û(s, T )]u0(x)‖ ≤ sup

x
‖U(s, T )− Ū(s, T )]u0(x)‖+

+ sup
x
‖Ū(s, T )− Û(s, T )]u0(x)‖,

and in addition we deduce from proposition 5.2 that

lim
n→∞

n−1∏
k=0

Ū(tk, tk+1)u0(x) = lim
n→∞

n−1∏
k=0

Û(tk, tk+1)u0(x).

This yields

U(s, T )u0(x) = lim
n→∞

n−1∏
k=0

Û(tk, tk+1)u0(x).

�

Remark 5.4. Under C 2.4 the assertions of lemma 5.3 are valid as well in the
case when we consider the Caauchy problem for a nonuniform PDE of the form

∂um
∂s

+ 〈a(s, x, u),∇〉um +Biml(s, x, u)∇iul + cml(s, x, u)ul+

+
1

2
TrA(s, x, u)∇2umA

∗(s, x, u) = gm(x, u), um(T, x) = u0m(x),

where g(x, u) is a smooth bounded function. In this case we have

U(s, T )u0(x) = E[S∗(s, T )u0(ξs,x(T ))]+E

[∫ T

s

S∗(s, θ)g(ξs,x(θ), u(θ, ξs,x(θ)))dθ

]
and

Ū(tk, tk+1)u(tk+1, x) = E
[
S̄∗(tk, tk+1)u(tk+1, ξ̄tk,x(tk+1))

]
+

+E

[∫ tk+1

tk

S̄∗(tk, θ)g(ξ̄tk,x(θ), ū(θ, ξ̄tk,x(θ)))dθ

]
,
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Û(tk, tk+1)û(tk+1, x) = E
[
Ŝ∗(tk, tk+1)û(tk+1, ξ̂tk,x(tk+1))

]
+

+E

[∫ tk+1

tk

Ŝ∗(tk, θ)g(ξ̂tk,x(θ), û(θ, ξ̂tk,x(θ)))dθ

]
As a result we get

û(tk, x) =
1

2
[(I + c(x, û(tk+1, x))h+ C(x, û(tk+1, x))h

1
2 )× (5.16)

×û(tk+1, x+ a(x, û(tk+1, x))h+A(x, û(tk+1, x))h
1
2 )+

+
1

2
[(I + c(x, û(tk+1, x))h− C(x, û(tk+1, x))h

1
2 )×

×û(tk+1, x+ a(x, û(tk+1, x))h−A(x, û(tk+1, x))h
1
2 )+

+g(x, û(tk+1, x))h.

As a final step to obtain a numerical scheme in the case d = 1 we discretize the
space variable x, compute u(tk, xj) and use linear interpolation to define u(tk, x)
for xj < x < xj+1 (see details in [30] – [32]).

To apply the above approach to a quasilinear or a fully nonlinear parabolic
equation we include it to a system of semilinear parabolic equations as it was done
in section 3 and then proceed as above.

5.2. Numerical FBSDE schemes for solution of the Cauchy problem for
fully nonlinear equations and systems. Here we apply the results of section
4 to construct a numerical solution of a nonlinear parabolic equation based on
the so called deep BSDE theory developed in recently in a number of papers [24]–
[26], [34] – [37]. The deep BSDE theory combines probabilistic representations of a
solution to the Cauchy problem for a nonlinear parabolic equation with the neural
network theory. In section 4 we have shown that the fully nonlinear parabolic
equation of the form (4.15) can be reduced to the system of quasilinear parabolic
equations (4.16), (4.17). Next it was shown that to solve the resulting quasilinear
system one can consider the correspondent FBSDE of the form (4.18) – (4.20).
Slightly changing our construction we consider the Cauchy problem

ut + Φ(x, u,∇u,∇2u) = 0, u(0, x) = u0(x) ∈ R, x ∈ Rd, t ∈ [0, T ]. (5.17)

and reduce it to a suitable FBSDE

dξ(t) = A(ξ(t), y1(t), y2(t), z2(t))dw(t), ξ(s) = x, (5.18)

dyj(t) = −f j(ξ(t), y1(t), y2(t), z2(t))dt+ (5.19)

+zj(t)dw(t), yj(T ) = gj(ξ(T )),

where coefficients A and f = (f1, f2) coincide with coefficients in (4.19), (4.20).
FBSDE (5.18), (5.19) is associated with (5.17) provided

y1(t) = u(t, ξ(t)), y2(t) = v(t, ξ(t)) = ∇u(t, ξ(t)), z1(t) = ∇u(t, ξ(t)),

z2(t) = ∇v(t, ξ(t)), g1(x) = h(x), g2(x) = ∇h(x).

Next we discuss numerical schemes which allow to obtain an approximate solu-
tion of the FBSDE (5.18), (5.19) based on the deep FBSDE theory.
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To construct numerically a viscosity solution u of (5.17) presented in the form
u(s, x) = y1(s), where y1(t) = u(t, ξ(t)), y2(t) = ∇u(t, ξ(t)), and ξ(t), yj(t), j =
1, 2, satisfy (5.18), (5.19).

The main idea here can be stated as follows. As we have seen in section 4 one
can reduce solution of an FBSDE to solution of the following control problem :

to find

inf
y0,z(·)

E
[
‖g(ξy0,z(·)(T ))− yy0,z(·)(T )‖2

]
(5.20)

such that

ξy0,z(·)(t) = x+

∫ t

s

A(ξy0,z(·)(τ), yy0,z(·)(τ), z(τ))dw(τ), (5.21)

yy0,z(·)(t) = y0−
∫ t

s

f(ξy0,z(·)(τ), yy0,z(·)(τ), zy0,z(·)(τ))dτ+

∫ t

s

z(τ)dW (τ), (5.22)

where y0 = y(s)- F0 adapted random variable valued in R × Rd and z(t) is Ft-
adapted matrix-valued square integrable stochastic process. The couple (y0, z(·))
is a control variable of the considered control problem.

Within this framework

inf
y0,z(·)

E
[
‖g(ξy0,z(·)(T ))− yy0,z(·)(T )‖2

]
= 0

and infimum is achieved when ξy0,z(·)(t), yy0,z(·)(t), z(t)) satisfy (5.21), (5.22).
To solve the control problem of the form (5.20)-(5.22) it comes to be very

effective to apply the neural network technique. We discuss it while considering a
more advanced control problem below.

Let us consider one more scheme suggested in recent paper [37].
Changing the loss function we choose the whole process y(·) as a control together

with z(·).
Then the control problem has the form :
to find

inf
u(·),Z(·)

E

[
‖g(ξu,Z(T ))− yu,Z(T )‖2 +

∫ T

s

‖yu,Z(t)− u(t)‖2dt

]
, (5.23)

where

ξu,Z(t) = x+

∫ t

s

A(ξu,Z(τ), yu,Z(τ), Z(τ))dw(τ), (5.24)

yu,Z(t) = y0 +

∫ t

s

f(ξu,Z(τ), yu,Z(τ), zy0,z(·)(τ))dτ −
∫ t

s

Z(τ)dW (τ) (5.25)

and solution

inf
u(·),Z(·)

E

[
‖g(ξu,Z(T ))− yu,Z(T )‖2 +

∫ T

s

‖yu,Z(t)− u(t)‖2dt

]
= 0,

is achieved when ξu,Z(t), yu,Z(t), Z(t)) satisfy (5.24), (5.25).
To solve this optimal problem effectively one can apply the neural network

technique. Let us recall some notion and results from the neural network theory.
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For an integer n ∈ N consider a partition s = t0 < t1 < · · · < tN = T of the

interval [s, T ] and define neural networks Sj,βk (·)j = 1, 2

S1,β
k = Γ

β,[(2K+k)d+1](d+1)
d,d ◦ ψd ◦ Γ

β,[(K+k)d+1](d+1)
d,d ◦ ψd ◦ Γ

β,(kd+1)(d+1)
d,d , (5.26)

and

S2,β
k = Γ

β,[(5Kd+kd2+1)](d+1)
d2,d ◦ ψd ◦ Γ

β,[(4K+k)d+1](d+1)
d,d ◦ ψd ◦ Γ

β,[(3K+k)d+1](d+1)
d,d .

(5.27)
to approximate functions∇u(tk+1, ·),∇v(tk+1, ·). Here each network has one input
layer with dimension d, two hidden layers with dimensions d and one output layer
where dimensions of output layers are d and d2 respectively.

For an activation function we choose

ψd(x) = (max(x1, 0), . . . ,max(xd, 0)), x ∈ Rd,

and affine transformations Γβ,αq,l : Rl → Rq in (5.19), (5.20) are chosen to have a
form

Γβ,αq,l (x) =


βα+1 βα+2 . . . βα+l

βα+l+1 βα+l+2 . . . βα+2l

βα+2l+1 βα+2l+2 . . . βα+3l

...
...

...
...

βα+(q−1)l+1 βα+(q−1)l+2 . . . βα+ql




x1

x2

x3

...
xl

+


βα+ql+1

βα+ql+m

βα+ql+3

...
βα+ql+q

 ,

(5.28)
where α = d+ 1.

Note that the condition ρ ≥ (5Kd+Nd2 + 1)(d+ 1) ensures that Γβ,αq,l : Rl →
Rq acts correctly. Finally, we arrive to an optimization problem which could be
approximately solved by applying stochastic descent gradient (SGD) method.

To construct the required solution for (5.23) – (5.25) we apply the Euler-
Maruyama scheme to discretize (5.23), (5.24) setting ξ̄(t0) = x, ȳ(t0) = y0,

ξ̄(tk+1) = ξ̄(tk) +A(ξ̄(tk), ū(tk), v̄(tk), z̄2(tk))∆kw, (5.29)

ȳj(tk+1) = ȳj(tk)− f j(ξ̄(tk), ȳ1(tk), ȳ2(tk), z̄2(tk))∆t+ (5.30)

+z̄j(tk)∆kw, j = 1, 2.

Here we wrote the integral form of the backward SDE in the form similar to the
integral form of a forward SDE.

We present ξ̄(t0) = ξ0, ȳ(t0) = (u0, v0),

ū(tk) = φ1(ξ̄(tk), ū(tk);β1
k), v̄(tk) = φ2(ξ̄(tk), ū(tk), v̄(tk);β2

k),

z̄1(tk) = φ3(ξ̄(tk), ū(tk);β3
k), z̄2(tk) = φ4(ξ̄(tk), ū(tk), v̄(tk);β4

k).

Note that solving the last equations we can obtain

ū(tk) = φ̃1(ξ̄(tk;β1
k), v̄(tk) = φ̃2(ξ̄(tk;β2

k),

z̄1(tk) = φ̃3(ξ̄(tk;β3
k), z̄2(tk) = φ̃4(ξ̄(tk;β4

k).
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Hence, we have to construct four neural networks at the sane time. All parameters
of these networks are represented as β. The loss function has the form

L(β) = inf
β
E

[
‖g(ξ̄β(T ))− ȳβ(T )‖2 +

N−1∑
k=0

‖ȳβ(tk)− ū(tk)‖2
]

where β = (y0, z(·)).
Similar to [37] we may write the correspondent algorithm as follows.
Choosing as an input the Wiener process increments ∆kw, initial parameters β0

and learning rate % we have to obtain as an output the couple (ξ̄q(T ), ȳq(tk)), k =
1 . . . , N . On each interval [tk, tk+1] we solve the optimization problem applying
SGD method (stochastic decent gradient) with q iterations, q = 1, 2, . . . .

1. For q = 1, . . . , set L = 0, ξ̄q(t0) = x, ȳj,q(t0) = φj(x;βq−1
0 );

2. For k = 0, . . . , N − 1 set

ūq(tk) = φ1(ξ̄q(tk), β1,q−1
k ), v̄q(tk) = φ2(ξ̄q(tk), β2,q−1

k ),

z̄1,q(tk) = φ3(ξ̄q(tk), β3,q−1
k ), z̄2,q(tk) = φ4(ξ̄q(tk), β4,q−1

k ).

3. By Euler -Maruyama schemes (5.22), (5.23) we calculate ξq(tk+1), yq(tk+1)
and zq(tk+1) on each time interval [tk, tk+1]

ξ̄q(tk+1) = ξ̄q(tk) +A(ξ̄q(tk), ūq(tk), v̄q(tk), z̄2q(tk))∆kw,

yj,q(tk+1) = yj,q(tk) + f j(ξ̄q(tk), ȳ1,q(tk), ȳ2,q(tk), z2,q(tk))∆t−
−zj,q(tk)A(ξ̄q(tk), ȳ1,q(tk), ȳ2,q(tk), z̄2q(tk))∆kw, j = 1, 2,

4.

(βq+1, ȳq+1
0 ) = (βq, ȳq0)− %∇ 1

M

M∑
m=1

‖ȳq(T )− g(ξ̄q(T ))‖2.
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