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#### Abstract

We construct probabilistic representations of classical and /or viscosity solutions of the Cauchy problem for quasilinear and fully nonlinear parabolic equations and systems. In addition we develop numerical schemes to construct approximate solutions of the considered problems based on their probabilistic representations.


## 1. Introduction

In this paper we discuss a number of probabilistic interpretations for systems of nonlinear second order parabolic equations. Namely, we construct probabilistic representations of classical and viscosity solutions of the backward Cauchy problem for nonlinear parabolic equations and systems and develop numerical algorithms based on them.

The existence of connections between solutions of the Cauchy problem for linear parabolic equations and stochastic processes was first revealed by A.N. Kolmogorov [1]. The correspondent PDEs associated with Markov stochastic processes are called now the forward and backward Kolmogorov equations.

Connections between solutions of the Cauchy problem for semilinear parabolic equations and solutions of stochastic differential equations (SDEs) were revealed in pioneer papers by H. McKean [2] and M. Freidlin [3],[4]. Actually, H.McKean constructed a Markov process associated with the forward nonlinear Kolmogorov equation while M.Freidlin constructed a Markov process associated with the backward nonlinear Kolmogorov equation.

Let us give a bit more precise description of these results.
Consider the backward Cauchy problem

$$
\begin{gather*}
u_{s}+\frac{1}{2} \operatorname{Tr} A(s, x, u) \nabla^{2} u A^{*}(s, x, u)+\langle a(s, x, u), \nabla u\rangle+c(s, x, u) u=0  \tag{1.1}\\
u(T, x)=h(x), \quad x \in R^{d}, s \in[0, T]
\end{gather*}
$$

[^0]Here and below we use notations $\langle a, b\rangle=\sum_{j=1}^{d} a_{j} b_{j}$ for an inner product of $a, b \in$ $R^{d}, \nabla u$ for a gradient of $u$ and $\operatorname{Tr} A \nabla^{2} u A^{*}=\sum_{i, j, k=1}^{d} A_{i k} \frac{\partial^{2} u}{\partial x_{i} \partial x_{j}} A_{k j}$.

Denote by $(\Omega, \mathcal{F}, P)$ a probability space and let $w(t) \in R^{d}$ be the standard Wiener process defined on it. A Markov process associated with the backward Cauchy problem (1.1) was constructed by Freidlin [3] as a solution of a stochastic system

$$
\begin{gather*}
d \xi(t)=a(t, \xi(t), u(t, \xi(t))) d t+A(t, \xi(t), u(t, \xi(t))) d w(t), \quad \xi(s)=x,  \tag{1.2}\\
u(s, x)=E\left[\exp \left\{\int_{s}^{T} c\left(\tau, \xi_{s, x}(\tau), u\left(\tau, \xi_{s, x}(\tau)\right)\right) d \tau\right\} h\left(\xi_{s, x}(T)\right)\right] . \tag{1.3}
\end{gather*}
$$

To be more precise it was proved that if coefficients $a, A, c$ and the Cauchy data $h(x)$ in (1.1) are smooth enough and bounded then there exists a unique solution of the system (1.2), (1.3) and the function $u(s, x)$ given by (1.3) (provided it is twice differentiable) is a unique classical solution of the problem (1.1).

A Markov process associated with the forward Cauchy problem

$$
\begin{align*}
\frac{\partial \mu}{\partial t}+\sum_{i=1}^{d} \frac{\partial\left(a_{i}[y, \mu] \mu\right)}{\partial y_{i}} & =\frac{1}{2} \sum_{i, j=1}^{d} \frac{\partial^{2}\left(M_{i k}[y, \mu] \mu\right)}{\partial y_{i} \partial y_{j}}  \tag{1.4}\\
\mu(0, d y) & =\mu_{0}(d y)
\end{align*}
$$

was constructed in [2] as a solution of a stochastic equation

$$
\begin{equation*}
d \xi(\theta)=a[\xi(\theta), \mu(\theta)] d \theta+A[\xi(\theta), \mu(\theta)] d w(\theta), \xi(s)=\xi_{0} \tag{1.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu(\theta, d y)=P\{\xi(\theta) \in d y\}, \quad \mu(0, d y)=\mu_{0}(d y) \tag{1.6}
\end{equation*}
$$

Here $M_{i j}[y, \mu]=\sum_{k=1}^{d} A_{i k}[y, \mu] A_{k j}[y, \mu], A[y, \mu]=\int_{R^{d}} A(y-x) \mu(d x)$ and $\xi_{0} \in R^{d}$ is a random variable independent of $w(t)$ such that $P\left\{\xi_{0} \in d y\right\}=\mu_{0}(d y)$. It was shown that under some conditions there exists a unique solution of the system (1.5), (1.6) and besides the measure $\mu(t, d y)$ given by (1.6) is a weak solution to (1.4). If there exists a density $\mu(t, y)$ of the measure $\mu(t, d y)$ with respect to the Lebesgue measure then $\mu(t, y)$ also solves (1.4) in the weak sense with initial data $\mu(0, y)=\mu_{0}(y)$, where $\mu_{0}(d y)=\mu_{0}(y) d y$.

It should be mentioned that Freidlin in [3] also started with the forward Cauchy problem

$$
\begin{equation*}
v_{s}=\frac{1}{2} \operatorname{Tr} A(x, v) \nabla^{2} v A^{*}(x, v)+\langle a(x, v), \nabla v\rangle+c(x, v) v, \quad v(0, x)=u_{0}(x) \tag{1.7}
\end{equation*}
$$

but immediately reduced (1.7) to the backward Cauchy problem

$$
\begin{equation*}
u_{s}+\frac{1}{2} \operatorname{Tr} A(x, u) \nabla^{2} u A^{*}(x, u)+\langle a(x, u), \nabla u\rangle+c(x, u) u=0, \quad u(T, x)=u_{0}(x), \tag{1.8}
\end{equation*}
$$

with respect to a function $u(T-s, x)=v(s, x)$ and then proceeded as it was mentioned above.

Thus, in the framework of a stochastic interpretation one can consider the equation (1.1) as a backward Kolmogorov equation for the Markov process $\xi(t)$
satisfying (1.2), (1.3) while the equation (1.4) can be considered as the forward Kolmogorov equation for the Markov process $\xi(t)$ satisfying (1.5), (1.6).

We say that a stochastic model associated with the Cauchy problem for a nonlinear parabolic equation or system is constructed if we have an independent description of a Markov process associated with this Cauchy problem.

As a rule the required Markov process is constructed as a solution of a certain stochastic differential equation with coefficients depending on the unknown solution of the original Cauchy problem. To obtain a closed independent of the PDE description of the required process one needs to derive an additional relation that serves as a probabilistic representation of a solution to the Cauchy problem.

If we consider a linear parabolic equation of the form (1.1) with coefficients $a(x, u)=a(x), A(x, u)=A(x)$ independent of $u$ then (1.1) comes to be a classical backward Kolmogorov equation and the corresponding forward Kolmogorov equation has the form

$$
\begin{equation*}
\frac{\partial \mu}{\partial s}+\langle\nabla,[a(y) \mu]\rangle=\frac{1}{2} \operatorname{Tr} \nabla^{2}[M(y) \mu], \quad \mu(0, d y)=\mu_{0}(d y) . \tag{1.9}
\end{equation*}
$$

One can easily notice that linear versions of (1.1) and (1.9) are dual with respect to the duality

$$
\langle\langle f, \mu\rangle\rangle=\int_{R^{d}} f(y) \mu(d y)
$$

between the space of bounded Borel measures $\mu(d y)$ and bounded Borel functions $f(y)$. Obviously, (1.4) coincides with (1.9) provided coefficients in (1.4) do not depend on $\mu$. Unfortunately this duality is ruined in a nonlinear case but it still helps to understand the nature of a solution to (1.4) and to find the generator of the required Markov process especially if one deals with systems with cross-diffusion [5].

We say that an equation

$$
\begin{equation*}
u_{s}+\frac{1}{2} \operatorname{Tr} A^{u}(s, x) \nabla^{2} u\left[A^{u}\right]^{*}(s, x)+\left\langle a^{u}(s, x), \nabla u\right\rangle+c^{u}(s, x) u=0 \tag{1.10}
\end{equation*}
$$

is semilinear if its coefficients $a^{u}, A^{u}, c^{u}$ have the form $A^{u}(s, x)=A(s, x, u(s, x))$, quasilinear if $A^{u}(s, x)=A(s, x, u(s, x), \nabla u(s, x))$ and fully nonlinear if $A^{u}(s, x)=$ $A\left(s, x, u(s, x), \nabla u(s, x), \nabla^{2} u(s, x)\right)$.

Probabilistic interpretation of semilinear parabolic equation of the form (1.1) was extended to the case of quasilinear and fully nonlinear equations by Yu.Dalecky and Ya. Beloposkaya [6], [7]. To extend the approach to deal with quasilinear or even with fully nonlinear PDEs within the framework of this approach one needs to consider (1.1) as the first equation in a system of PDEs called a differential prolongation of the original system [8].

An alternative probabilistic approach to backward quasilinear parabolic equations was suggested by Pardoux and Peng [9], [10]. This approach was extended by a number of authors (see [11], [12] and references there). Note that the BSDE approach allows to construct a so called viscosity solution [13] of the Cauchy problem for a quasilinear PDE in the case when a classical solution does not exists. Later this approach was extended to deal with fully nonlinear parabolic equations
and weakly coupled systems of nonlinear equations [14]- [16]. Note that a combination of the two approaches allows as well to define and study viscosity solutions of strongly coupled systems of nonlinear parabolic equations [17].

It should be mentioned that among a number of results the probabilistic point of view allows to reveal some new features of systems of nonlinear parabolic equations. First, we show that the probabilistic representation allows to understand that some classes of the systems can be considered as scalar equations with respect to functions with a changed phase space [18],[19]. On the other hand one may see that there are exist classes of nonlinear equations and systems such that a solution $v(t, x)$ of the forward Cauchy problem for them can be easily reduced to the solution $u(T-t, x)=v(t, x)$ of the backward one and vice versa. Actually, this transformation is rather formal and should be used carefully since it may lead to losing important properties of the required solutions. Nevertheless we may apply it to develop effective numerical algorithms to obtain an approximate solution of the problem under consideration. At the same time there are some classes of systems which do not admit such reduction at all. As a rule these systems admit an interpretation as systems of nonlinear forward Kolmogorov equations (see [20] - [22]) and the McKean's approach can be extended to them. In general there is a great number of papers devoted to the extension of the McKean's approach (see recent book [23] and references there). Due to volume limitations we do not discuss here this very interesting topic.

Our special attention will be paid instead to discussion of numerical schemes based on the probabilistic representations of solutions to the backward Cauchy problem. We discuss numerical schemes based both on probabilistic representations of the backward Cauchy problem solutions based on forward SDEs and their multiplicative functionals and those based on BSDEs. Note that the numerical schemes of the type discussed in the article recently appears to be rather hot topic since they pretend to give a possibility to overcome the curse of dimensionality in constructing numerical solutions of parabolic equations combining probabilistic representations and the possibilities of neural network theory [24] -[26].

Finally, it should be mentioned that some probabilistic models associated with nonlinear parabolic equations and systems can be considered as underlying microscopical models describing the "physical nature" of the phenomena under study while others can serve only as convenient artificial tools to construct efficient numerical schemes. We put the words physical nature in quotation marks since it may concern not only physical but also chemical or biological problems as well as problems of financial mathematics.

The main aim of this article is to present principal ideas which allow to construct stochastic models for nonlinear parabolic equations and systems and develop effective numerical algorithms to construct approximations of both classical and viscosity solutions of the Cauchy problem. Because of volume restrictions in some cases we give only a sketch of a proof mentioning papers where the full proof can be found.

The remainder of this article is structured as follows:
In section 2 we construct stochastic processes associated with the Cauchy problem for a semilinear parabolic equation and a system of such equations.

In section 3 we extend this approach to quasilinear and fully nonlinear parabolic equations and systems. Note that the models considered in sections 2 and 3 allow to construct a classical solution of the original Cauchy problem.

In section 4 we discuss an alternative approach to quasilinear and fully nonlinear parabolic equations and systems based on the BSDE theory. This approach allows to construct viscosity solutions both to quasilinear and fully nonlinear scalar parabolic equations. Moreover a combination of approaches of sections 2 and 4 allows to define and construct a viscosity solution of a system of nonlinear parabolic equations treating it as a scalar equation with a changed phase space.

In section 5 we consider numerical methods to solve the Cauchy problem for nonlinear parabolic equations and systems based on the probabilistic representations of their solutions. We start with probabilistic representations described in sections 2 and 3 consider probabilistic representations of nonlinear PDE solutions in terms of suitable diffusion processes and their multiplicative operator functionals and use them to derive numerical algorithms. Next we deal with numerical algorithms based on the results of section 4. Namely, we consider an FBSDE associated with a fully nonlinear parabolic equation and reduce it to a certain optimal control problem. To solve numerically this problem we apply the neural network theory and derive the required numerical algorithms. As a result we obtain a numerical solution of the original PDE problem.

## 2. Probabilistic model of the Cauchy problem for semilinear backward parabolic equations and systems

Let us start with an exposition of a probabilistic model for the Cauchy problem for a semilinear parabolic equation of the form

$$
\begin{equation*}
u_{s}+\frac{1}{2} \operatorname{Tr} A^{u}(s, x) \nabla^{2} u\left[A^{u}\right]^{*}(s, x)+\left\langle a^{u}(s, x), \nabla u\right\rangle=0, \quad u(T, x)=u_{0}(x) \tag{2.1}
\end{equation*}
$$

We fix a probability space $(\Omega, \mathcal{F}, P)$ and denote by $w(t) \in R^{d}$ the Wiener process and by $\mathcal{F}_{t} \subset \mathcal{F}$ a flow of $\sigma$-subalgebras generated by $w(t)$.

To construct a probabilistic model of (2.1) we consider a stochastic equation of the form

$$
\begin{equation*}
d \xi(t)=a(t, \xi(t), u(t, \xi(t))) d t+A(t, \xi(t), u(t, \xi(t))) d w(t), \quad \xi(s)=x \tag{2.2}
\end{equation*}
$$

and notice that (2.2) includes two unknown objects, namely, the process $\xi(t) \in R^{d}$ and a function $u(s, x) \in R$. To obtain a closed system we add to (2.2) a relation

$$
\begin{equation*}
u(s, x)=E\left[h\left(\xi_{s, x}(T)\right)\right]=E[h(\xi(T)) \mid \xi(s)=x] \tag{2.3}
\end{equation*}
$$

and study $(2.2),(2.3)$ as a closed system with respect to $\xi(t)$ and $u(s, x)$.
Introduce some necessary notations.
Let $C^{k}\left(R^{d}\right)$ be the Banach space of $k$-differentiable bounded functions defined on $R^{d}$ with the norm $\|u\|_{\infty}=\sup _{x \in R^{d}}|u(x)|$ and $\mathcal{L}\left(R^{d}\right)$ be a set of bounded Lipschitz continuous functions with the norm $\|u\|_{\mathcal{L}}=\sup _{x \in R^{d}}|u(x)|$.

We say that condition $\mathbf{C} 2.1$ holds if there exist positive constants $C, L, L_{0}, K_{0}$, $K_{0}^{1}$ such that the functions $a(t, x, u) \in R^{d}, A(t, x, u) \in R^{d} \otimes R^{d}, x \in R^{d}, u \in R, t \in$ $[0, T]$ satisfy estimates

$$
\begin{gathered}
\|a(t, x, u)\|^{2}+\|A(t, x, u)\|^{2} \leq C\left[1+\|x\|^{2}+K_{u}\|u\|^{2}\right] \\
\left\|a\left(t, x, u_{1}\right)-a\left(t, y, u_{2}\right)\right\|^{2}+\left\|A\left(t, x, u_{1}\right)-A\left(t, y, u_{2}\right)\right\|^{2} \leq L\|x-y\|^{2}+C_{u}\left\|u_{1}-u_{2}\right\|^{2}, \\
\left\|u_{0}(x)\right\|_{\infty}^{2} \leq K_{0}, \quad\left\|u_{0}(x)-u_{0}(y)\right\|^{2} \leq L_{0}\|x-y\|^{2}, \quad\left\|\nabla u_{0}(x)\right\|_{\infty}^{2} \leq K_{0}^{1}
\end{gathered}
$$

where $C_{u}, K_{u}>0$.
Let $v(s, x)$ satisfies inequalities

$$
\|v(s)\|_{\infty}^{2}=K_{v}(s)<\infty,|v(s, x)-v(s, y)|^{2} \leq L_{v}(s)\|x-y\|^{2}
$$

and $L_{v}(s)<\infty$ for $s \in[0, T]$. Consider an SDE

$$
\begin{equation*}
d \xi(t)=a(t, \xi(t), v(t, \xi(t))) d t+A(t, \xi(t), v(t, \xi(t))) d w(t), \quad \xi(s)=x, s \leq t \tag{2.4}
\end{equation*}
$$

Applying the Ito formula and standard estimates we may prove the following assertion.

Lemma 2.1. Let $\mathbf{C} 2.1$ hold. Then there exists a unique solution $\xi(t)=\xi_{s, x, v}(t)$ of (2.4) satisfying estimates

$$
\begin{gather*}
E\|\xi(t)\|^{2} \leq\left[\|x\|^{2}+C(T-s)+C \int_{s}^{t} K_{v}(\tau) d \tau\right] e^{C(T-s)} \\
E\left\|\xi_{s, x, v}(t)-\xi_{s, y, v}(t)\right\|^{2} \leq\|x-y\|^{2} L_{0} e^{\int_{s}^{t}\left[L+C_{v} L_{v}(\tau)\right] d \tau}  \tag{2.5}\\
E\left\|\xi_{s, x, v}(t)-\xi_{s, x, v_{1}}(t)\right\|^{2} \leq C_{v} \int_{s}^{t}\left\|v(\tau)-v_{1}(\tau)\right\|_{\mathcal{L}}^{2} d \tau e^{\int_{s}^{t}\left[L+C_{v} L_{v}(\tau)\right] d \tau} \tag{2.6}
\end{gather*}
$$

In addition the function $u(s, x)=E\left[u_{0}\left(\xi_{s, x}(T)\right)\right]$ satisfies the estimates

$$
\|u(s)\|_{\infty}^{2} \leq K_{0}
$$

and

$$
\begin{equation*}
|u(s, x)-u(s, y)|^{2} \leq L_{0}\|x-y\|^{2} \exp \left[\int_{s}^{T} L\left[1+K L_{v}(\tau)\right] d \tau\right] \tag{2.7}
\end{equation*}
$$

where $K=C_{v} L^{-1}$.
Lemma 2.2. Let $\mathbf{C} 2.1$ hold. Then there exists an interval $\left[T_{1}, T\right]$ and bounded functions $\alpha(s)$, $\beta(s), s \in\left[T_{1}, T\right]$ such that the function $u(s, x)=E\left[u_{0}\left(\xi_{s, x, v}(T)\right)\right]$ satisfies estimates

$$
\begin{equation*}
\|u(s)\|_{\infty}^{2} \leq \alpha(s), \quad|u(s, x)-u(s, y)|^{2} \leq \beta(s)\|x-y\|^{2} \tag{2.8}
\end{equation*}
$$

if $\|v(s)\|_{\infty}^{2} \leq \alpha(s)$ and $|v(s, x)-v(s, y)| \leq \beta(s)\|x-y\|$.
Proof. Under C 2.1 one may choose $\alpha(s)=K_{0}$. To derive the second estimate in (2.8) we note that an estimate

$$
\begin{equation*}
L_{u}(s) \leq L_{0} e^{\int_{s}^{T} L\left[1+K L_{v}(\tau)\right] d \tau} \tag{2.9}
\end{equation*}
$$

can be deduced from (2.5).
Choosing $\beta$ as a solution of the equation

$$
\begin{equation*}
\beta(s)=L_{0} \exp \left[\int_{s}^{T} L[1+K \beta(\tau)] d \tau\right] \tag{2.10}
\end{equation*}
$$

we note that $\beta$ satisfies as well the Cauchy problem

$$
\frac{d \beta(s)}{d s}=-L[1+K \beta(s)] \beta(s), \quad \beta(T)=L_{0}
$$

A solution to this Cauchy problem is unique and has the form

$$
\begin{equation*}
\beta(s)=\frac{L_{0} e^{L(T-s)}}{1+K L_{0}\left[1-e^{L(T-s)}\right]} \tag{2.11}
\end{equation*}
$$

Hence for $s \in\left[T_{1}, T\right]$, with $\Delta_{1}=\left|T-T_{1}\right|$ such that

$$
\begin{equation*}
\Delta_{1}<\frac{1}{L} \ln \left[1+\frac{1}{K L_{0}}\right] \tag{2.12}
\end{equation*}
$$

the function $\beta(s)$ given by $(2.11)$ is a required function.
To construct a solution of the system (2.2), (2.3) we consider processes $\xi^{k}(t)$ and functions $u^{k}(s, x)$ defined by

$$
\begin{gather*}
d \xi^{k}(\tau)=a_{f^{k}}\left(\tau, \xi^{k}(\tau)\right) d \tau+A_{f^{k}}\left(\tau, \xi^{k}(\tau)\right) d w(\tau), \quad \xi^{k}(s)=x  \tag{2.13}\\
u^{0}(s, x)=u_{0}(x), \quad u^{k+1}(s, x)=E\left[u_{0}\left(\xi_{s, x}^{k}(T)\right)\right] \tag{2.14}
\end{gather*}
$$

Theorem 2.3. Let $\mathbf{C} 2.1$ hold. Then the family $u^{k}(s, x)$ defined by (2.14) uniformly in $x$ converges to a limit function $u(s, x)$ for any $s \in\left[T_{1}, T\right]$, with $\Delta_{1}=$ $\left|T-T_{1}\right|$ satisfying (2.12). In addition the family of processes $\xi^{k}(t)$ defined by (2.13) converges in mean square to a limit process $\xi(t)$.

Proof. From lemma 2.1 we can deduce that $\Phi(s, x, u)=E\left[u_{0}\left(\xi_{s, x}(t)\right)\right]=u(s, x)$ defines a contraction map in $\mathcal{L}$. Denote by

$$
\kappa^{k}(s, x)=\left|u^{k+1}(s, x)-u^{k}(s, x)\right|^{2}
$$

and by

$$
\zeta^{k}(s)=\sup _{x} \kappa^{k}(s, x)
$$

The estimates of lemma 2.2 yield

$$
\kappa^{k}(s, x) \leq L_{u_{0}} \int_{s}^{t}\left\|u^{k}(\tau)-u^{k-1}(\tau)\right\|_{\infty}^{2} d \tau e^{L_{f}(t-s)}
$$

and hence the estimate

$$
\zeta^{k}(s) \leq \delta^{k} \int_{s}^{t} \cdots \int_{s}^{t_{2}}\left\|u^{1}\left(\tau_{1}\right)-u^{0}\right\|_{\infty}^{2} d \tau_{1} \ldots d \tau_{k}
$$

holds for $\delta=K_{0} L_{u_{0}} \exp \left[L_{f}(T-s)\right]$.
As far as functions $u^{k}$ are uniformly bounded and

$$
\left\|u^{1}(s)-u^{0}\right\|_{\mathcal{L}}^{2} \leq \text { const }<\infty
$$

we get an estimate

$$
\left\|u^{k}(s)-u^{k-1}(s)\right\|_{\mathcal{L}}^{2} \leq \frac{N^{k}}{k!} \text { const }
$$

where $N=\delta(T-s)$. It addition the limit function $u(s, x)$ is Lipschitz continuous in $x$ since for any $s \in\left[T_{1}, T\right]$ we deduce the estimate

$$
\left|u^{k}(s, x)-u^{k}(s, y)\right|^{2} \leq \beta(s)\|x-y\|^{2}
$$

where $\beta(s)$ given by (2.11) is bounded on $\left[T_{1}, T\right]$ and this estimate is uniform in $k$.

Now we can state the following assertion.
Theorem 2.4. Let $\mathbf{C} 2.1$ hold and $u_{0}$ is bounded and Lipschitz continuous. Then there exists an interval $\left[T_{1}, T\right]$ such that for any $s \in\left[T_{1}, T\right]$ there exists a unique solution $\left(\xi_{s, x}(t), u(s, x)\right)$ of the system (2.2), (2.3). The function $u(s, x) \in R$ is bounded and Lipschitz continuous while $\xi(t) \in R^{d}$ is an $\mathcal{F}_{t}$-measurable Markov process such that $E\left\|\xi_{s, x}(t)\right\|^{2}<\infty$ for $T_{1}<s<t \leq T$.
Proof. We deduce from theorem 2.3 that there exists a bounded Lipschitz continuous in $x \in R^{d}$ limit function $u(s, x)$. Then by lemma 2.1 we can prove that for each $s \in\left[T_{1}, T\right]$ there exists a solution of the system (2.2), (2.3) To prove uniqueness of the solution we assume on the contrary that there exists two solutions $u_{1}(s, x)$ and $u_{2}(s, x)$, satisfying (2.2), (2.3) such that $u_{1}(0, x)=u_{2}(0, x)=u_{0}(x)$. By lemma 2.1 we know that

$$
\left\|u_{1}(s)-u_{2}(s)\right\|_{\mathcal{L}}^{2} \leq \int_{s}^{T}\left\|u_{1}(\tau)-u_{2}(\tau)\right\|_{\mathcal{L}}^{2} d \tau
$$

and deduce applying the Gronwall lemma that $\left\|u_{1}(s)-u_{2}(s)\right\|_{\mathcal{L}}^{2}=0$. Uniqueness of a solution to (2.2) under C $\mathbf{2 . 1}$ results from the classical results of the SDE theory as well as the Markov property of $\xi_{s, x}(t)$. Lipschitz continuity of $u(s, x)$ results from estimates in the proof of theorem 2.4.
Remark 2.5. The family $u^{k}(s, x)$ converges to $u(s, x)$ uniformly in $s \in t_{1}, T$ and $x \in R^{d}$ since there exists a positive constant $M$ such that

$$
\sup _{s \in\left[T_{1}, T\right]}\left\|u_{1}(s)-u_{2}(s)\right\|_{\mathcal{L}}^{2} \leq M \int_{T_{1}}^{T}\left\|u_{1}(\tau)-u_{2}(\tau)\right\|_{\mathcal{L}}^{2} d \tau
$$

Then by the Gronwall lemma $\sup _{s \in\left[T_{1}, T\right]}\left\|u_{1}(s)-u_{2}(s)\right\|_{\mathcal{L}}^{2}=0$.
To expose the link between the solution of the system (2.2), (2.3) and the Cauchy problem (2.1) let us assume that there exists a unique classical solution $u(s) \in C^{2}\left(R^{d}\right)$ of $(2.1)$. Then by the integral version of the Ito formula we have that the process $u(t, \xi(t))$ satisfies the equation

$$
\begin{align*}
u(T, \xi(T)) & =u(s, x)+\int_{s}^{T}\left[u_{t}(t, \xi(t))+\mathcal{L}^{u} u(t, \xi(t))\right] d t+  \tag{2.15}\\
& +\int_{s}^{T} A^{u}(t, \xi(t)) \nabla u(t, \xi(t)) d w(t)
\end{align*}
$$

where $\mathcal{L}^{v} u(t, x)=\frac{1}{2} \operatorname{Tr} A^{v}(t, x) \nabla^{2} u\left[A^{v}\right]^{*}(t, x)+\left\langle a^{v}(t, x), \nabla u(t, x)\right\rangle$. Evaluating expectation of both parts of (2.15) and keeping in mind that $u(s, x)$ solves (2.1) we obtain

$$
u(s, x)=E\left[u_{0}\left(\xi_{s, x}(T)\right)\right] .
$$

To prove the inverse assertion we have to prove that under some suitable assumptions the functions $u(s, x)$ satisfying (2.3) is twice differentiable. We prove the corresponding results as a consequence of the next section assertions.

To extend this approach to systems of parabolic equations we need some additional functional spaces.

Given $\phi \in C_{b}\left(R^{d} ; R^{d_{1}}\right)$ we denote by $\Theta$ the set of functions $\Phi(z)=\langle h, \phi(x)\rangle$ defined on $Z=R^{d} \times R^{d_{1}}, \quad z=(x, h) \in Z$ with the norm

$$
\|\Phi\|_{\Theta}=\sup _{\|h\|=1} \sup _{x \in R^{d}}|\langle h, \phi(x)\rangle| .
$$

Let $\Theta_{1}=C_{b}\left(R^{d} ; R^{d_{1}}\right)$ with the norm $\|\phi\|_{\Theta_{1}}=\sup _{x \in R^{d}}\|\phi(x)\|$ and $\mathcal{L}$ denote its subset consisting of Lipschitz continuous functions. One can easily check that

$$
\|\Phi\|_{\Theta}=\|\phi\|_{\Theta_{1}} .
$$

Let $c^{u}(s, x) \in R^{d_{1}}, C^{u}(s, x) y \in L\left(R^{d_{1}}\right), x, y \in R^{d}, u \in R^{d_{1}}, a^{u}(s, x), A^{u}(s, x)$ be as above and we denote by $\left[C^{u}(s, x)(h, y)\right]_{m}=\sum_{i=1}^{d} \sum_{l=1}^{d_{1}} C_{m l}^{i}(s, x, u(s, x)) h_{l} y_{i}$.

To simplify formulas below we use Einstein convention about summing up over the repeating indices if the contrary is not mentioned.

Consider the Cauchy problem for a system of semilinear parabolic equations

$$
\begin{gather*}
\frac{\partial u_{m}}{\partial s}+\langle a(s, x, u), \nabla\rangle u_{m}+\frac{1}{2} \operatorname{Tr} A(s, x, u) \nabla^{2} u_{m} A^{*}(s, x, u)+ \\
+B_{m l}^{i}(s, x, u) \nabla_{i} u_{l}+c_{m l}(s, x, u) u_{l}=0, \quad u_{m}(T, x)=u_{0 m}(x)  \tag{2.16}\\
m, l=1,2, \ldots, d_{1}, \quad i=1, \ldots, d .
\end{gather*}
$$

To construct a stochastic model associated with (2.16) consider a system of SDEs

$$
\begin{gather*}
d \xi=a^{u}(\tau, \xi(\tau)) d \tau+A^{u}(\tau, \xi(\tau)) d w(\tau), \quad \xi(s)=x  \tag{2.17}\\
d \eta(t)=c^{u}(\tau, \xi(\tau)) \eta(\tau) d \tau+C^{u}(\tau, \xi(\tau))(\eta(\tau), d w(\tau)), \quad \eta(s)=h \tag{2.18}
\end{gather*}
$$

and a closing equation

$$
\begin{equation*}
\langle h, u(s, x)\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right] . \tag{2.19}
\end{equation*}
$$

As above we use notations

$$
E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right]=E\left[\left\langle\eta(T), u_{0}(\xi(T))\right\rangle \mid \xi(s)=x, \eta(s)=h\right] .
$$

and besides $\left[C^{u}(h, w)\right]_{m}=\sum_{q=1}^{d_{1}} \sum_{i=1}^{d} C_{m q}^{i} h_{q} w_{i}$.
Remark 2.6. Note that coefficients $c(s, x, u), C(s, x, u)$ in (2.18) are dual to coefficients $c^{*}(s, x, u)$ and $C^{*}(s, x, u)$ in (2.16) where $C^{*}(s, x, u) A(s, x, u)=B(s, x, u)$ that is

$$
\begin{gathered}
\sum_{m, l=1}^{d_{1}}\left[\sum_{m=1}^{d_{1}} c_{l m} h_{m}\right] u_{l}=\sum_{m=1}^{d_{1}} h_{m}\left[\sum_{l=1}^{d_{1}} c_{m l} u_{l}\right], \\
\sum_{m, l=1}^{d_{1}}\left[\sum_{i=1}^{d} B_{m l}^{i} \nabla_{i} u_{l}\right] h_{m}=\sum_{m=1}^{d_{1}} h_{m}\left[\sum_{l=1}^{d_{1}} \sum_{k=1}^{d} C_{m l}^{k} \nabla_{i} u_{l} A^{k i}\right] .
\end{gathered}
$$

To construct a solution to (2.17) $-(2.19)$ we consider a system

$$
\begin{gather*}
u^{0}(s, x)=u_{0}(x), \quad \xi^{0}(s)=x  \tag{2.20}\\
d \xi^{k}(\tau)=a^{u^{k}}\left(\tau, \xi^{k}(\tau)\right) d \tau+A^{u^{k}}\left(\tau, \xi^{k}(\tau)\right) d w(\tau), \quad \xi^{k}(s)=x  \tag{2.21}\\
d \eta^{k}(t)=c^{u^{k}}\left(\tau, \xi^{k}(\tau)\right) \eta^{k}(\tau) d \tau+C^{u^{k}}\left(\tau, \xi^{k}(\tau)\right)\left(\eta^{k}(\tau), d w(\tau)\right), \quad \eta^{k}(s)=h,  \tag{2.22}\\
\left\langle h, u^{k+1}(s, x)\right\rangle=E\left[\left\langle\eta_{s, h}^{k}(T), u_{0}\left(\xi_{s, x}^{k}(T)\right)\right\rangle\right] \tag{2.23}
\end{gather*}
$$

and prove that the family $u^{k}(s, x)$ defined by (2.23) is uniformly bounded and equicontinuous in the norm of $\Theta_{1}$, or equivalently that the family $\Phi^{k}(s, z)=$ $\left\langle h, u^{k}(s, x)\right\rangle$ is uniformly bounded and equicontinuous in the norm of $\Theta$.

We say that $\mathbf{C} 2.3$ holds if $\mathbf{C} 2.1$ is valid for $u \in R^{d_{1}}$ and there exist constants $L, C_{1}>0$ and $C_{0}$ such that

$$
\begin{gathered}
\langle c(s, x, u) h, h\rangle+\|C(s, x, u) h\|^{2} \leq\left[C_{0}+C_{1}\|u\|^{2}\right]\|h\|^{2}, \\
\|[c(s, x, u)-c(s, y, u)] h\|^{2}+\|[C(s, x, u)-C(s, y, u)] h\|^{2} \leq \\
\leq\left[L\|x-y\|^{2}+M_{u}\left\|u-u_{1}\right\|^{2}\right]\|h\|^{2},
\end{gathered}
$$

where $M_{u}=M\left(u, u_{1}\right)$ is a positive constant depending on $u$ and $u_{1}$.
We say that C 2.4 holds if C $\mathbf{2 . 2}$ holds and C 2.3 is valid both for coefficients $c^{v}, C^{v}$ and their derivatives up to the order 2.

It can be verified that conditions C 2.3, C 2.4 ensure that conditions C 2.1 and $\mathbf{C} 2.2$ hold for coefficients $q$ and $Q$ in (2.20) and hence we can apply the above results to prove the following assertion.

Let us describe more details of this approach.
Let $\phi \in C_{b}\left(R^{d}, R^{d_{1}}\right)$ and $\Phi(z)=\langle h, \phi(s, x)\rangle$. Recall that $\|\Phi\|_{\Theta}=\|\phi\|_{\Theta_{1}}$.
As above we have to prove that the family of successive approximations $u^{k}(s, x)$ given by (2.23) converges in $\Theta_{1}$ to a limit function $u(s, x)$. To this end given positive functions $\gamma_{v}(s)$ and $L_{v}(s)$ and a function $v(s, x) \in R^{d_{1}}$ such that

$$
\begin{equation*}
\sup _{x \in R^{d}}\|v(s, x)\|=K_{v}(s) \leq \gamma_{v}(s),\|v(s, x)-v(s, y)\|^{2} \leq L_{v}(s)\|x-y\|^{2} \tag{2.24}
\end{equation*}
$$

we consider stochastic processes

$$
\begin{gather*}
d \xi(\tau)=a^{v}(\tau, \xi(\tau)) d \tau+A^{v}(\tau, \xi(\tau)) d w(\tau), \quad \xi(s)=x  \tag{2.25}\\
d \eta(\tau)=c^{v}(\tau, \xi(\tau)) \eta(\tau) d \tau+C^{v}(\tau, \xi(\tau))(\eta(\tau), d w(\tau)), \quad \eta(s)=h \tag{2.26}
\end{gather*}
$$

Lemma 2.7. Let $\mathbf{C} 2.2$ hold, $u_{0} \in \Theta_{1}$ and $v(s) \in \Theta_{1}$ satisfies (2.24) and processes $\xi(t), \eta(t)$ are governed by (2.25), (2.26). Then there exists an interval $\Delta_{2}=\left[T_{2}, T\right]$ such that a function $g(s, x)$ defined by

$$
\begin{equation*}
\langle h, g(s, x)\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right], \tag{2.27}
\end{equation*}
$$

belongs to $\Theta_{1}$ for all $s \in \Delta_{2}$.
Proof. Our aim is to verify that there exists an interval $\Delta_{2}=\left[T_{2}, T\right]$, with $T_{2} \leq T$ such that $K_{g}(s) \leq \gamma(s)$ for all $s \in \Delta_{2}$.

We deduce from estimates in C 2.3 and standard stochastic integral estimates that

$$
\|g(s)\|_{\Theta_{1}} \leq K_{u_{0}} \exp \left[\int_{s}^{T}\left[2 C_{0}+3 C_{1} K_{v}(\tau)\right] d \tau\right]
$$

where $K_{u_{0}}=\sup _{x}\left\|u_{0}(x)\right\|$. By arguments similar to those used in the proof of theorem 2.4 we verify that the function $\gamma(s)$, defined by

$$
\begin{equation*}
\gamma(\tau)=\frac{2 C_{0} K_{u_{0}} e^{2 C_{0}(T-\tau)}}{2 C_{0}+3 C_{1} K_{u_{0}}-3 C_{1} K_{u_{0}} e^{2 C_{0}(T-\tau)}} \tag{2.28}
\end{equation*}
$$

has the required properties and if $K_{v}(\tau) \leq \gamma(\tau)$, then $K_{g}(\tau) \leq \gamma(\tau)$ for $\tau \in\left[T_{2}, T\right]$.

It follows from (2.28) that $\gamma(\tau)$ is a bounded function for all $\tau \in[0, T]$ if $2 C_{0}+3 C_{1} K_{u_{0}}<0$. Otherwise $\gamma(\tau)$ is bounded over the set $\Delta_{2}=\left[T_{2}, T\right]$ such that

$$
\begin{equation*}
\left|T_{2}-T\right|<\frac{1}{2 C_{0}} \ln \left[1+\frac{2 C_{0}}{3 C_{1} K_{u_{0}}}\right] \tag{2.29}
\end{equation*}
$$

We may apply the above results to successive approximations

$$
f_{k}(s, x)=\nabla u_{k}(s, x), k=1, \ldots, N, \quad \text { of } \quad \nabla u(s, x),
$$

where $u(s, x)$ is given by (2.14). This will allow to prove that $u_{k}(s, x)$ are uniformly in $k$ equicontinuous in $x$ for each $s \in\left[T_{2}, T\right]$.

Denote by $z=(x, y) \in R^{d} \times R^{d}, g=(v, \nabla v)$,

$$
\begin{aligned}
& \qquad \tilde{a}^{g}(s, z)=\left(a^{v}(s, x), \nabla a^{v}(s, x) y\right), \quad \tilde{A}^{g}(s, z)=\left(A^{v}(s, x), \nabla A^{v}(s, x) y\right), \\
& \tilde{c}^{g}(s, z) h=\left(c^{v}(x) h, \nabla c^{v}(s, x)(h, y)\right), \quad \tilde{C}^{g}(s, z) h=\left(C^{v}(s, x) h, \nabla C^{v}(s, x)(h, y)\right) \\
& \text { and let } f(s, x)=\nabla v(s, x) .
\end{aligned}
$$

Next we consider the processes $\alpha(t)=\nabla \xi_{s, x}(t), \beta(t)=\nabla \eta(t)$ satisfying SDEs

$$
\begin{gather*}
d \alpha(\tau)=\nabla a^{g}(\tau, \xi(\tau)) \alpha(\tau) d \tau+\nabla A^{g}(\tau, \xi(\tau))(\alpha(\tau), d w(\tau)), \quad \alpha(s)=I  \tag{2.30}\\
d \beta(\tau)=\nabla c^{g}(\tau, \xi(\tau))(\alpha(\tau), \eta(\tau)) d \tau+  \tag{2.31}\\
+c^{g}(\tau, \xi(\tau))(\alpha(\tau) \beta(\tau)) d \tau+\nabla C^{g}(\tau, \xi(\tau))(\alpha(\tau), \eta(\tau)) d w(\tau)+ \\
+C^{g}(\tau, \xi(\tau))(\beta(\tau), d w(\tau)), \quad \eta(s)=0
\end{gather*}
$$

where processes $\xi(t)$ and $\eta(t)$ satisfy (2.25) and (2.26) respectively. Here $I$ is the unity matrix and we use notations of the type

$$
\nabla a^{g}(s, x)=\nabla_{x} a(s, x, v(s, x))+\nabla_{v} a(s, x, v(s, x)) \nabla_{x} v(s, x) .
$$

Next we have to verify that the function $\nabla u(s, x)$ such that

$$
\begin{gather*}
\langle h, \nabla u(s, x) y\rangle=E\left[\left\langle\beta_{s, h}(T) y, u_{0}\left(\xi_{s, x}(T)\right)\right\rangle+\right.  \tag{2.32}\\
\left.+\left\langle\eta_{s, h}(T), \nabla u_{0}\left(\xi_{s, x}(T)\right) \alpha(T) y\right\rangle\right]
\end{gather*}
$$

is bounded provided that function $\nabla v(s, x)$ is bounded.
As it is easy to see the system (2.17) - (2.19), (2.30) - (2.32) has a structure which is similar to the structure of the system (2.17) - (2.19) itself. This allows to apply the above speculations to this new more bulky system.

Coming back to to the Cauchy problem of the form (2.16) with respect to the function $q=(u, \nabla u)$, we assume that there are exists constants $C_{0}^{1}, C_{1}^{1}, K_{u_{0}}^{1}$ such that for each $h \in R_{1}^{d}$ with a finite norm coefficients $\tilde{a}^{q}, \tilde{c}^{q}$ and $\tilde{A}^{q}, \tilde{C}^{q}$ satisfy estimates C 2.3. Then we deduce that there exists an interval $\Delta_{3}=\left[T_{3}, T\right]$, and a function $\gamma_{2}(s)$, bounded on this interval such that the inequality $\left\|\nabla_{y} v(s)\right\|_{\Theta_{1}} \leq$ $\gamma_{2}(s)\|y\|$ yields an estimate $\left\|\nabla_{y} u(s)\right\|_{\Theta_{1}} \leq \gamma_{2}(s)\|y\|$.

To be more precise by arguments similar to those used in the proof of lemma 2.2 we can prove that a function $\gamma_{2}(s)$ of the form

$$
\gamma_{2}(s)=\frac{2 C_{0}^{1} K_{u_{0}}^{1} e^{2 C_{0}^{1}(T-s)}}{2 C_{0}^{1}+3 C_{1}^{1} K_{u_{0}}^{1}-3 C_{1}^{1} K_{u_{0}}^{1} e^{2 C_{0}^{1}(T-s)}}
$$

has the following property. If $\left\|\nabla_{y} v(t, x)\right\| \leq \gamma_{2}(s)\|y\|$ over an interval $\Delta_{4}=$ $\left[\max \left(T_{2}, T_{3}\right), T\right]$ such that

$$
\begin{equation*}
\left|\Delta_{4}\right|<\frac{1}{2 C_{0}^{1}} \ln \left[1+\frac{2 C_{0}^{1}}{3 C_{1}^{1} K_{0}^{1}}\right], \tag{2.33}
\end{equation*}
$$

then $\left\|\nabla_{y} u(t, x)\right\| \leq \gamma_{2}(s)\|y\|$ on this interval.
Recall that to prove that $u_{k}(s, x)$ are uniformly in $k$ Lipschitz continuous in $x$ it is enough to verify that they have bounded derivatives $\nabla u_{k}(s, x)$ uniformly in $k$. In order to prove that the function $f(s, x)=\nabla u(s, x)$ is bounded we can consider the stochastic system (2.17) - (2.19), (2.30) - (2.32) and repeat the above considerations.

Finally, having the above apriori estimates we can prove the following assertion.
Theorem 2.8. Assume that $\mathbf{C} \mathbf{3}$ holds. Then there exists an interval $\Delta_{4}$ satisfying (2.33) such that for $s \in \Delta_{4}$ there exists a unique solution of the system (2.17) (2.19), (2.30) - (2.32).

We may apply the above considerations to the second order differential prolongation of the system (2.17)-(2.19) which is obtained by adding to (2.17)- (2.19) the system (2.30)-(2.32) which governs the processes $\alpha(t)=\nabla \xi(t), \beta(t)=\nabla \eta(t)$, as well as SDEs for $\alpha_{1}(t)=\nabla^{2} \xi(t), \beta_{1}(t)=\nabla^{2} \eta(t)$ having a form of nonuniform linear SDEs and a relation for $\nabla^{2} u(s, x)$

$$
\begin{aligned}
\left\langle h, \nabla^{2} u(s, x)\left(y, y_{1}\right)\right\rangle & =\nabla_{y_{1}}\langle h, \nabla u(s, x) y\rangle=\nabla_{y_{1}} E\left[\left\langle\beta_{s, h}(T) y, u_{0}\left(\xi_{s, x}(T)\right)\right\rangle+\right. \\
& \left.+\left\langle\eta_{s, h}(T), \nabla u_{0}\left(\xi_{s, x}(T)\right) \alpha(T) y\right\rangle\right],
\end{aligned}
$$

where $\nabla_{y} u=\langle y, \nabla u\rangle$.
Theorem 2.9. Let $\mathbf{C} 2.4$ hold. Then there exists an interval $\left[T_{4}, T\right]$, with the length satisfying (2.33) and for all $s \in\left[T_{4}, T\right]$ there exists a unique solution of (2.17) - (2.19), (2.30) - (2.32). If coefficients of the system (2.16) and the initial function $u_{0}$ are 2 times continuously differentiable in $x$ then the function $u(s, x)$ is also twice continuously differentiable possibly over a smaller interval $\left[T_{5}, T\right] \subset$ $\left[T_{4}, T\right]$.

Proof. Due to the above results it remains only to prove the last assertion of the theorem. Let us differentiate the system (2.17)-(2.19). As we have seen above as a result we obtain a more complicated system for the processes $\xi(t), \eta(t), \zeta(t), \kappa(t))$, where $\zeta(t)=\nabla \xi_{s, x}(t), \kappa(t)=\nabla \eta_{s, x}(t)$ and functions $u(s, x), \nabla u(s, x)$, though a structure of this new system is similar to the structure of the original system. Thus under the condition C 4 we can verify that conditions of theorem 2.4 hold and its conclusion can be applied to the system under consideration. If we prove that there exists a solution to this new system we may deduce that the solution $u(s, x)$ of (2.17)-(2.19) has a bounded gradient. Repeating this procedure once more we can prove that the function $u(s, x)$ is twice differentiable under suitable conditions on coefficients and initial data of (2.16).

To show links between (2.16) and (2.17)-(2.19) assume that $u(s, x)$ is a unique classical solution of (2.16) and apply the Ito formula to the function $\Phi(s, x, h)=$
$\langle h, u(s, x)\rangle$ and the two component process $\zeta(t)=(\xi(t), \eta(t))$ satisfying (2.17)-
(2.19). As a result we can verify that $v(s, x)=E\left\langle\eta_{u}(T), u_{0}\left(\xi_{u}(T)\right)\right\rangle$ satisfies (2.16). Finally we can show that $u(s, x) \equiv v(s, x)$. To prove the inverse assertion we have to verify that the function $u(s, x)$ defined by (2.19) have two bounded derivatives in $x$ and then apply the above considerations.

Theorem 2.10. Assume that $\mathbf{C} 2.4$ holds. Then there exists an interval $\left[T_{5}, T\right]$ such that for $s \in\left[T_{5}, T\right]$ there exists a unique solution $\xi_{s, x}(t), \eta_{s, h}(t), u(s, x)$ of the system $(2.17)-(2.19)$. The function $u(s, x)$ is twice differentiable and hence it defines a unique classical solution to (2.16)

One can see more detailed proof of the above statements in [6], [19].
Remark 2.11. The probabilistic representation of a solution to (2.16) prompts that one can reduce this problem to an equivalent Cauchy problem for a scalar parabolic equation

$$
\begin{equation*}
\Phi_{s}+\frac{1}{2} Q^{u} \nabla_{z}^{2} \Phi\left[Q^{u}\right]^{*}+\left\langle q^{u}, \nabla_{z} \Phi\right\rangle=0, \quad \Phi(T, z)=\left\langle h, u_{0}(x)\right\rangle \tag{2.34}
\end{equation*}
$$

with respect to a scalar function $\Phi(s, z), s \in[0, T], z=(x, h) \in R^{d} \times R^{d_{1}}$. Here

$$
q^{u}(s, z)=\left(\begin{array}{cc}
a(s, x, u) & 0  \tag{2.35}\\
0 & c(s, x, u) h
\end{array}\right), \quad Q^{u}(s, z)=\left(\begin{array}{cc}
A(s, x, u) & 0 \\
0 & C(s, x, u) h
\end{array}\right)
$$

Note that one can rewrite the stochastic system (2.17) - (2.19) in the form

$$
\begin{gather*}
d \gamma(t)=q^{u}(t, \gamma(t)) d t+Q^{u}(t, \gamma(t)) d W(t), \quad \gamma(s)=\gamma=(x, h)  \tag{2.36}\\
\Phi(s, z)=E\left[\Phi_{0}\left(\gamma_{s, z}(T)\right)\right] \tag{2.37}
\end{gather*}
$$

where $\gamma(t)=(\xi(t), \eta(t))^{*}, W(t)=(w(t), w(t))^{*}$. Besides the function $u(s, x)$ defined by (2.19) can be presented in the form

$$
\begin{equation*}
\left\langle h, u(s, x)=E\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle=\left\langle h, E\left[\Gamma^{*}(s, T) u_{0}(\xi(T))\right]\right\rangle .\right. \tag{2.38}
\end{equation*}
$$

where $\Gamma(T, s) h=\eta_{s, h}(T)$.
Remark 2.12. Let us briefly mention one more class of systems of nonlinear parabolic equations called system with switching regimes or hybrid systems for which a probabilistic approach shows that the original system of parabolic equations might be considered as a scalar parabolic equations with a different phase space. In linear case systems of this type were studied by many authors (see [18] and references there). The results mentioned here were obtained in [19].

Let $M$ be an integer and $V=\{1, \ldots, M\}$ be a fixed discrete set. Along with the Wiener process $w(t) \in R^{d}$ we will need a Markov chain $\gamma(t) \in V$ defined on the same probability space $(\Omega, \mathcal{F}, P)$. Let

$$
\left[Q^{u} v\right]_{m}=\sum_{l=1}^{M} q_{m l}(x, u) v_{l}
$$

and

$$
\mathcal{L}_{m}^{u} v^{m}=\left\langle a^{m}(x, u), \nabla v^{m}\right\rangle+\frac{1}{2} \operatorname{Tr} A^{m}(x, u) \nabla^{2} v^{m}\left[A^{m}\right]^{*}(x, u) .
$$

Consider the Cauchy problem

$$
\begin{equation*}
\frac{\partial u_{m}}{\partial s}+\mathcal{L}_{m}^{u} u^{m}+\left[Q^{u} u\right]_{m}=0, \quad u^{m}(s, x)=u_{0}^{m}(x), m=1, \ldots, M \tag{2.39}
\end{equation*}
$$

and note that in this case we do not assume summation in $m$.
Let the matrix $Q(x, u)=\left(q_{l m}^{u}(x)\right)$ possess the following properties:

1) $q_{l m}^{u}(x)=q_{l m}(x, u) \in R$ are bounded in $x$ polylinear in $u$ for all $l, m \in V$ and $x \in R^{d}, u \in R^{M}$;
2) $q_{l m}(x, u) \geq 0$ for all $x \in R^{d}, u \in R^{M}$ and $l \neq m$;
3) $q_{m m}(x, u)=-\sum_{l \neq m} q_{m l}(x, u)$ for all $x \in R^{d}, u \in R^{M}, m \in V$.

To construct a stochastic model of a solution to (2.39) we consider an SDE

$$
\begin{equation*}
d \xi(t)=a^{u}(\xi(t), \gamma(t)) d t+A^{u}(\xi(t), \gamma(t)) d w(t), \quad \xi(s)=x, \gamma(s)=m \tag{2.40}
\end{equation*}
$$

where $a: R^{d} \times V \times R^{M} \rightarrow R^{d}, A: R^{d} \times V \times R^{M} \rightarrow R^{d} \otimes R^{d}$ and

$$
\begin{equation*}
P(\gamma(t+\Delta t)=l \mid \gamma(t)=j, \xi(\theta), \gamma(\theta), \theta \leq t\}=q_{j l}^{u}(\xi(t)) \Delta t+o(\Delta t), \quad \text { if } \quad l \neq j . \tag{2.41}
\end{equation*}
$$

To get a closing relation we think of $u$ as a function defined on a set $[0, T] \times R^{d} \times V$, that is $u_{m}(s, x)=u(s, x, m)$ and set

$$
\begin{equation*}
u(s, x, m)=E\left[u_{0}(\xi(T), \gamma(T)) \mid \xi(s)=x, \gamma(s)=m\right] . \tag{2.42}
\end{equation*}
$$

Note that the evolution of the discrete component $\gamma(t)$ can be represented via a stochastic integral withe respect to a Poisson random measure [27]. In order to construct this representation for $x \in R^{d}$ and $i, j \in V$ with $i \neq j$ we define a set $\Delta_{i j}(x)$ of the consecutive (with respect to the lexicographic ordering on $V \times V$ ) closed from the left and open from the right intervals of the real line having the length $q_{i j}(x)$. Let $g: R^{d} \times V \times R \rightarrow R$ has the form

$$
\begin{equation*}
g(x, i, y)=\sum_{j=1}^{M}(j-i) I_{y \in \Delta_{i j}(x)} . \tag{2.43}
\end{equation*}
$$

Then having the partition $\left\{\Delta_{i j}(x), i, j \in V\right\}$ we obtain $g(x, u, y)=j-i$ if $y \in$ $\Delta_{i j}(x)$, otherwise $g(x, i, y)=0$ and (2.43) is equivalent to

$$
d \gamma(t)=\int_{R} g(\xi(t), \gamma(t-), y) p(d t, d y)
$$

where $p(d t, d y)$ is the Poisson measure with intensity $d t \times d y$ which is independent of the Wiener process $w(t)$.

Connections between stochastic system of the form (2.40) - (2.42) and a classical solution of the Cauchy problem (2.39) were investigated in [19].

## 3. Systems of quasilinear and fully nonlinear PDEs

Consider a system of quasilinear parabolic equations

$$
\begin{gather*}
\frac{\partial u_{m}}{\partial s}+\frac{1}{2} F^{i j}(x, u) \nabla_{x_{i} x_{j}}^{2} u_{m}+B_{m l}^{i}(x, u, \nabla u) \nabla_{x_{i}} u_{l}+c_{m l}(x, u, \nabla u) u_{l}=0, \\
u_{m}(T, x)=u_{0 m}(x), \quad m=1,2, \ldots, d_{1}, \quad i, j=1, \ldots, d, \tag{3.1}
\end{gather*}
$$

where $F(x, u)=A(x, u) A^{*}(x, u)$.

To extend the above approach to (3.1) we include it to a larger system adding to (3.1) the system of parabolic equations for functions $v_{m}^{j}(t, x)=\nabla_{j} u_{m}(t, x)$ and denoting by $g_{n}(t, x)=u_{n}(t, x)$ for $n=1, \ldots, d_{1}$ and $g_{n}(t, x)=\nabla_{x_{j}} g_{m}(t, x)$ for $j=1, \ldots, d, m=1, \ldots, d_{1}$ and $n=d_{1}+1, \ldots, d_{1} \times d$. One can find at least at the formal level that $v_{m}^{j}(t, x)$ satisfies the Cauchy problem

$$
\begin{gather*}
\frac{\partial v_{m}^{j}}{\partial s}+\frac{1}{2} F^{i k} \nabla_{x_{i} x_{k}}^{2} v_{m}^{j}+B_{m l}^{i} \nabla_{i} v_{l}^{j}+c_{m l} v_{l}^{j}+\frac{1}{2}\left[\nabla_{x_{j}} F^{i k}+\nabla_{u_{q}} F^{i k} v_{q}^{j}\right] \nabla_{i} v_{m}^{k} \\
+\left[\nabla_{x_{j}} B_{m l}^{i}+\nabla_{u_{q}} B_{m l}^{i} v_{q}^{j}+\nabla_{v_{q}^{k}} B_{m l}^{i} \nabla_{x_{j}} v_{q}^{k}\right] v_{l}^{i}+\left[\nabla_{x_{j}} c_{m l}+\nabla_{u_{q}} c_{m l} v_{q}^{j}+\right. \\
\left.+\nabla_{v_{q}^{k}} c_{m l} \nabla_{x_{j}} v_{q}^{k}\right] u_{l}=0, \quad u_{m}(T, x)=u_{0 m}(x), \quad m, l=1, \ldots, d_{1}, i, j, k=1, \ldots, d . \tag{3.2}
\end{gather*}
$$

Finally we can write the system (3.1), (3.2) as a system with respect to components $g_{n}=u_{m}, n=1, \ldots d_{1}, g_{n}=\nabla_{i} u_{l}, n=d_{1}+1, \ldots, d \times d_{1}$, of a vector valued function $g(t, x)$,

$$
\begin{gather*}
\frac{\partial g_{n}}{\partial s}+G_{n p}^{i}(x, g) \nabla_{i} g_{p}+g_{n l}(x, g) g_{l}+\frac{1}{2} F^{i k}(x, u) \nabla_{x_{i} x_{k}}^{2} g_{n}=0  \tag{3.3}\\
g_{n}(T, x)=u_{0 m}(x), \quad n=1,2, \ldots, d_{1} \\
g_{n}(T, x)=\nabla_{i} u_{0 m}, i=1, \ldots, d, n=d_{1}+1, \ldots, d_{1}+d \times d_{1}
\end{gather*}
$$

Here

$$
\begin{gathered}
G_{n p}^{i} \nabla_{i} g_{p}=B_{n p}^{i} \nabla_{x_{i}} g_{p}^{j}, \text { if } \quad n=1, \ldots, d_{1}, \\
G_{n p}^{i} \nabla_{i} g_{p}=B_{n p}^{i} \nabla_{x_{i}} g_{p}+\frac{1}{2}\left[\left[\nabla_{x_{j}} F^{i k}+\nabla_{u_{q}} F^{i k} v_{q}^{j}\right] \nabla_{x_{i}} v_{m}^{k}\right. \\
g_{n p} g_{p}=c_{n p} g_{p}, n, p=1, \ldots d_{1}, \\
g_{n p} g_{p}=\left[\nabla_{x_{j}} B_{m l}^{i}+\nabla_{u_{q}} B_{m l}^{i} v_{q}^{j}+\nabla_{v_{q}^{k}} B_{m l}^{i} \nabla_{x_{j}} v_{q}^{k}\right] v_{l}^{i}+ \\
+\left[\nabla_{x_{j}} c_{m l}+\nabla_{u_{q}} c_{m l} v_{q}^{j}+\nabla_{v_{q}^{k}} c_{m l} \nabla_{x_{j}} v_{q}^{k}\right] u_{l} .
\end{gathered}
$$

Analyzing (3.1) and (3.3) it easy to see that they make a system with a structure similar to the structure of the system (3.1) itself. Hence we can apply to it the considerations of the previous section. The correspondent stochastic system will include an SDE for a basic process $\xi(t)$ of the form

$$
\begin{equation*}
d \xi=A(\xi(\tau), u(\tau, \xi(\tau))) d w(\tau), \quad \xi(s)=x \tag{3.4}
\end{equation*}
$$

and the following SDEs

$$
\begin{gather*}
d \eta(t)=c(\xi(\tau), u(\tau, \xi(\tau))) \eta(\tau) d \tau+C_{u}(\xi(\tau), u(\tau, \xi(\tau)))(\eta(\tau), d w(\tau)), \quad \eta(s)=h, \\
d \alpha(t)=\left[\nabla A(\xi(\tau), u(\tau, \xi(\tau)))+\nabla_{u_{q}} A(\xi(\tau), u(\tau, \xi(\tau))) \nabla u_{q}\right] \alpha(\tau) d w(\tau), \alpha(s)=I \\
d \beta(t)=c(\xi(\tau), u(\tau, \xi(\tau))) \beta(\tau) d \tau+\lambda(\xi(\tau), u(\tau, \xi(\tau)))(\alpha(\tau), \eta(\tau)) d \tau+  \tag{3.6}\\
+C(\xi(\tau), u(\tau, \xi(\tau))) \beta(\tau) d w(\tau)+\Lambda(\xi(\tau), u(\tau, \xi(\tau))(\alpha(\tau), \eta(\tau))) d w(\tau), \quad \beta(s)=0 . \tag{3.7}
\end{gather*}
$$

Here

$$
\begin{gathered}
\lambda_{q m}^{j}(x, u)=\nabla_{x_{j}} c_{q m}(x, u)+\nabla_{u_{l}} c_{q m} v_{l}^{j} \\
\Lambda_{q m}^{i j}=\nabla_{x_{i}} C_{q m}^{j}+\nabla_{u_{l}} C_{q m}^{j} v_{l}^{i}, \quad i, j=1, \ldots, d, \quad q, m=1, \ldots, d_{1}
\end{gathered}
$$

Besides to obtain a closed system we need two more equations

$$
\begin{equation*}
\langle h, u(s, x)\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right] \tag{3.8}
\end{equation*}
$$

$$
\begin{equation*}
\langle h, \nabla u(s, x)\rangle=E\left[\left\langle\beta(T), u_{0}(\xi(T))\right\rangle+\left\langle\eta(T), \nabla u_{0}(\xi(T)) \alpha(T)\right\rangle\right] . \tag{3.9}
\end{equation*}
$$

Next we have to state conditions on the coefficients of (3.1) to ensure that coefficients itself and their derivatives satisfy conditions C 2 and apply the results of the previous section.
Theorem 3.1. Assume that coefficients $A, c, C$ in (3.1) satisfy $\mathbf{C}$ 2.4. Then there exists and interval $\left[T_{5}, T\right], 0 \leq T_{5}<T$ such that for all $s, t \in\left[T_{5}, T\right]$ there exists a unique stochastic processes $\xi(t), \eta(t), \alpha(t), \beta(t)$ and functions $u(s, x), \nabla u(s, x)$ which satisfy the system (3.4) - (3.9).

In a similar way we can treat the Cauchy problem for a fully nonlinear parabolic equation of the form

$$
\begin{equation*}
u_{t}+\Phi\left(x, u, \nabla u, \nabla^{2} u\right)=0, \quad u(T, x)=u_{0}(x) \tag{3.10}
\end{equation*}
$$

To explain our approach we consider a bit more simple case, namely the system of the form

$$
\begin{equation*}
u_{t}^{m}+\Phi\left(u, \nabla^{2} u^{m}\right)=0, \quad u^{m}(T, x)=u_{0 m}(x), m=1, \ldots, d_{1} . \tag{3.11}
\end{equation*}
$$

As above we consider a differential prolongation of the system (3.10) which allows to include this equation into a system of semilinear parabolic equations. Denote by $v^{0}=u \in R^{d_{1}}, v^{1}=\nabla u \in R^{d_{1}} \otimes R^{d}, v^{2}=\nabla^{2} u \in R^{d_{1}} \otimes R^{d} \otimes R^{d}, v^{3}=\nabla^{3} u \in$ $R^{d_{1}} \otimes R^{d} \otimes R^{d} \otimes R^{d}$ and derive equations to govern $v^{m q}, m=1, \ldots, d_{1}, q=0, \ldots, 3$. Let $\nabla_{v^{m 2}} \Phi\left(v^{0}, v^{2}\right)=\frac{1}{2} A\left(v^{0}, v^{m 2}\right) A^{*}\left(v^{0}, v^{m 2}\right)$ and

$$
\operatorname{Tr} A\left(v^{0}, v^{m 2}\right) \nabla^{2} v^{m} A^{*}\left(v^{0}, v^{m 2}\right)=A_{i k}(v) \nabla_{x_{i} x_{j}}^{2} v A_{k j}(v) .
$$

By formal differentiation with respect to spatial argument $x \in R^{d}$ we derive the following system

$$
\begin{gather*}
v_{t}^{m 0}+\operatorname{Tr} \nabla_{v^{m 2}} \Phi\left(v^{0}, v^{m 2}\right) \nabla^{2} v^{m 0}+\Phi\left(v^{0}, v^{m 2}\right)-\operatorname{Tr} \nabla_{v^{m 2}} \Phi\left(v^{0}, v^{m 2}\right) v^{m 2}=0  \tag{3.12}\\
v^{0}(T, x)=u_{0}(x) . \\
v_{t}^{m 1}+\nabla_{v^{q 0}} \Phi\left(v^{0}, v^{m 2}\right) v^{q 1}+\operatorname{Tr} \nabla_{v^{m 2}} \Phi\left(v^{0}, v^{m 2}\right) \nabla^{2} v^{m 1}=0  \tag{3.13}\\
v^{m 1}(T, x)=\nabla u_{0}^{m}(x) . \\
v_{t}^{m 2}+\left[\nabla_{v^{q 0}} \Phi\left(v^{0}, v^{2}\right) \nabla v^{q 0}+\nabla_{v^{2}} \Phi\left(v^{0}, v^{2}\right) \nabla v^{q 2}\right] v^{q 1}+\nabla_{v^{q 0}} \Phi\left(v^{0}, v^{m 2}\right) v^{q 2}  \tag{3.14}\\
+\operatorname{Tr} \nabla_{v^{m 2}} \Phi\left(v^{0}, v^{m 2}\right) \nabla^{2} v^{m 2}+\left[\nabla_{v^{q 0}} \Phi\left(v^{0}, v^{m 2}\right) \nabla v^{q 0}\right. \\
\left.+\nabla_{v^{m 2}} \Phi\left(v^{0}, v^{m 2}\right) \nabla v^{q 2}\right] \nabla v^{m 2}=0, \quad v^{m 2}(T, x)=\nabla^{2} u_{0}^{m}(x)
\end{gather*}
$$

Note that in (3.12)-(3.14) summation over $m$ is not supposed.
Unfortunately, the last term in (3.13) is still nonlinear in $\nabla v$ and hence we need an equation for $v^{m 3}$. We leave it to a reader to verify that as a result we obtain a system of semilinear parabolic equations which has a form

$$
\begin{gather*}
v_{t}^{l}+\frac{1}{2} \operatorname{Tr} A(v) \nabla^{2} v^{l} A^{*}(v)+C_{i}^{s l}(v) A_{i k}(v) \nabla_{k} v^{s l}+c^{l s}(v) v^{s l}=0  \tag{3.15}\\
v^{l}(T)=v_{0}^{l}(x), \quad l=1, \ldots, M=d_{1}\left[1+d+d^{2}+d^{3}\right]
\end{gather*}
$$

Thus, if $\nabla_{u^{m 2}} \Phi\left(u, u^{m 2}\right)>0$ and coefficients $A(v), c(v)$ and $C(v)$ in (3.15) satisfy condition C.2.4 then we can apply the results of the previous section to the system (3.15).

## 4. FBSDE and quasilinear and fully nonlinear parabolic equations and systems

In this section we consider an alternative probabilistic approach to quasilinear and fully nonlinear parabolic equations and systems. In addition we show the way to give a probabilistic interpretation of a viscosity solution of the Cauchy problem for systems of nonlinear parabolic equations.

Consider a diagonal system of PDEs of the form

$$
\begin{gather*}
u_{s}^{m}+\frac{1}{2} \operatorname{Tr} A(x, u) \nabla^{2} u^{m} A^{*}(x)+\left\langle a^{u}(x), \nabla u^{m}\right\rangle+f^{m}(x, u, \nabla u)=0  \tag{4.1}\\
u^{m}(T, x)=u_{0, m}(x) \in R, m=1, \ldots d_{1}
\end{gather*}
$$

Here $A: R^{d} \times R^{d_{1}} \rightarrow R^{d} \otimes R^{d}, a: R^{d} \times R^{d_{1}} \rightarrow R^{d}, f: R^{d} \times R^{d_{1}} \times R^{d} \otimes R^{d_{1}} \rightarrow R^{d_{1}}$. Let there exists a classical solution $u(s, x) \in R^{d_{1}}$ of (4.1) and a stochastic process $\xi(t)$ satisfies an SDE

$$
\begin{equation*}
d \xi(t)=a(\xi(t), u(t, \xi(t))) d t+A(\xi(t), u(t, \xi(t))) d w(t), \quad \xi(s)=0 \tag{4.2}
\end{equation*}
$$

Keeping in mind (4.1) and applying Ito's formula we derive an expression for a stochastic differential $d y(t)$ of the stochastic process $y(t)=u(t, \xi(t))$

$$
\begin{equation*}
d y(t)=-g(\xi(t), y(t), z(t)) d t+\langle z(t), d w(t)\rangle, \quad y(T)=u_{0}(\xi(T))=\zeta \in R^{d_{1}} \tag{4.3}
\end{equation*}
$$

where $z(t)=A^{*}(\xi(t) u(t, \xi(t))) \nabla u(t, \xi(t))$ and $f(x, u, \nabla u)=g\left(x, u,\left[A^{u}\right]^{*} \nabla u\right)$. The couple (4.2), (4.3) is called a forward-backward stochastic equation (FBSDE).

Denote by $\mathcal{F}_{t}$ a flow of sigma-subalgebras of $\mathcal{F}$, generated by the Wiener process $w(t)$. To explain specific features of an equation of the type (4.3) note that even in the case when $\xi(t)$ is a known $\mathcal{F}_{t}$ adapted stochastic process an equation of the form (4.3) includes two unknown processes $y(t)$ and $z(t)$ and thus its solution is defined as a couple of $\mathcal{F}_{t}$-adapted stochastic process such that $y(T)=\zeta$. Thus, one needs an additional relation to construct a solution to such an equation and the Ito martingale representation theorem can be used to obtain the required relation.

Namely, given $\mathcal{F}_{T}$-measurable random variable $\zeta \in R^{d} \otimes R^{d_{1}}$ under suitable conditions on $g$ one may consider a square integrable martingale

$$
\chi=E\left[\zeta+\int_{0}^{T} g(\xi(\tau), y(\tau), z(\tau)) d \tau \mid \mathcal{F}_{t}\right]
$$

By the Ito theorem $\chi^{m}$ could be presented in the form

$$
\begin{equation*}
\chi=E[\chi]+\int_{0}^{T} z(\tau) d w(\tau) \tag{4.4}
\end{equation*}
$$

where $z(t) \in R^{d} \otimes R^{d_{1}}$ is $\mathcal{F}_{t}$-measurable uniquely defined process such that

$$
E\left[\int_{0}^{T}\|z(t)\|^{2} d t\right] \leq \infty
$$

in a matrix norm. Finally, one can verify that a couple $(y(t), z(t))$ satisfies (4.3) if

$$
\begin{equation*}
y(t)=E\left[\zeta+\int_{t}^{T} g(\xi(\tau), y(\tau), z(\tau)) d \tau \mid \mathcal{F}_{t}\right] \tag{4.5}
\end{equation*}
$$

and $z(t)$ is defined by (4.4).

To be more precise we need some spaces of stochastic processes. Denote by:
$L_{T}^{2}\left(R^{d_{1}}\right)$ be the space of $\mathcal{F}_{T}$-measurable random variables $\chi \in R^{d_{1}}$ such that $E\|\xi\|^{2}<\infty$;
$\mathcal{S}^{2}\left(R^{d_{1}}\right)$ the set of continuous stochastic processes $y(t) \in R^{d_{1}}$ such that

$$
E\left[\sup _{0 \leq t \leq T}\|y(t)\|^{2}\right]<\infty ;
$$

$\mathcal{H}^{2}(M)$ the set of $R^{d} \otimes R^{d_{1}}=M$ valued processes $z(t)$ such that for $h \in R^{d}$ with $\|h\|<\infty$,

$$
E\left[\int_{0}^{T}\|z(t) h\|^{2} d t\right] \leq \infty
$$

We say that processes $\xi(t) \in R^{d}, y(t) \in R^{d_{1}}, z(t) \in M$ solve the FBSDE (4.2), (4.3) if they are $\mathcal{F}_{t}$ measurable, $\xi(t) \in \mathcal{S}^{2}\left(R^{d}\right), y(t) \in \mathcal{S}^{2}\left(R^{d_{1}}\right), z(t) \in \mathcal{H}^{2}$ and for given $\mathcal{F}_{T}$ - measurable random variable $\zeta \in R^{d_{1}}$ such that $E\left[\|\zeta\|^{2}\right]<\infty$

$$
\begin{equation*}
y(t)=\zeta+\int_{t}^{T} g(\xi(\tau), y(\tau), z(\tau)) d \tau-\int_{t}^{T} z(\tau) d w(\tau) \tag{4.6}
\end{equation*}
$$

holds with probability 1.
We generalize this approach to apply it to a nondiagonal system of nonlinear parabolic equations

$$
\begin{gather*}
u_{s}^{m}+\frac{1}{2} \operatorname{Tr} A(x, u, \nabla u) \nabla^{2} u^{m} A^{*}(x, u, \nabla u)+\left\langle a(x, u, \nabla u), \nabla u^{m}\right\rangle+  \tag{4.7}\\
+B_{i}^{m l}(x, u, \nabla u) \nabla_{x_{i}} u_{l}+c^{m l}(x, u, \nabla u) u_{l}+g^{m}(x, u, \nabla u)=0 \\
u^{m}(T, x)=u_{0, m}(x) \in R, m=1, \ldots d_{1}
\end{gather*}
$$

First we extend to the system (4.7) the relations obtained in the Remark (2.12). Namely, we rewrite (4.7) as a scalar equation

$$
\begin{gather*}
\frac{\partial \Phi}{\partial s}+\frac{1}{2} \operatorname{Tr} Q^{*}(x, h) \nabla^{2} \Phi Q(x, h)+\langle q(x, h), \nabla \Phi\rangle+G\left(s, h, x, \Phi, Q^{*} \nabla \Phi\right)=0  \tag{4.8}\\
\Phi(T, x)=\Phi_{0}(x, h)=\left\langle h, u_{0}(x)\right\rangle
\end{gather*}
$$

with respect to a scalar function $\Phi(s, x, h)=\langle h, u(s, x)\rangle$.
Here

$$
\begin{gathered}
\operatorname{Tr} Q^{*} \nabla^{2} \Phi(s, x, h) Q=A_{k i}^{*} \frac{\partial^{2} \Phi_{l}(s, x, h)}{\partial x_{i} \partial x_{j}} A_{j k}+2 C_{k}^{l m} \frac{\partial^{2} \Phi(s, x, h)}{\partial x_{j} \partial h_{m}} A_{j k}+ \\
+C_{k}^{l m} h_{m} \frac{\partial^{2} \Phi(s, x, h)}{\partial h_{l} \partial h_{p}} C_{k}^{m p}=A_{k i}^{*} \frac{\partial^{2} u_{l}(s, x)}{\partial x_{i} \partial x_{j}} A_{j k} h_{l}+2 C_{k}^{q m} \frac{\partial u_{q}(s, x)}{\partial x_{j}} A_{j k} h_{m}
\end{gathered}
$$

since, due to linearity of $\Phi(s, x, h)$ in $h$, we have $\frac{\partial^{2} \Phi(s, x, h)}{\partial h_{q} \partial h_{p}} \equiv 0$. In addition

$$
\begin{gathered}
\langle q, \nabla \Phi(s, x, h)\rangle=a_{j} \frac{\partial \Phi(s, x, h)}{\partial x_{j}}+c^{l m} h_{m} \frac{\partial \Phi(s, x, h)}{\partial h_{l}}=a_{j} \frac{\partial u_{l}}{\partial x_{j}} h_{l}+c^{l m} h_{m} u_{l}, \\
G(s, x, h)=h_{l} g_{l}\left(s, x, u, A^{*} \nabla u\right) .
\end{gathered}
$$

Next we consider a stochastic process $\zeta(t)=(\xi(t), \eta(t))$ given by

$$
\begin{gather*}
d \xi=a^{u}(\tau, \xi(\tau)) d \tau+A^{u}(\tau, \xi(\tau)) d w(\tau), \quad \xi(s)=x  \tag{4.9}\\
d \eta(t)=c^{u}(\tau, \xi(\tau)) \eta(\tau) d \tau+C^{u}(\tau, \xi(\tau))(\eta(\tau), d w(\tau)), \quad \eta(s)=h \tag{4.10}
\end{gather*}
$$

as a solution of a stochastic equation

$$
\begin{equation*}
d \zeta(\tau)=q(\zeta(\tau), \Phi(t, \zeta(\tau))) d \tau+Q(\zeta(\tau), \Phi(t, \zeta(\tau))) d w(\tau), \quad \zeta(s)=(x, h) \tag{4.11}
\end{equation*}
$$

In addition we notice that a solution of (4.10) (provided it exists) gives rise to a multiplicative operator functional $\Gamma(t, s, \xi(\cdot)) \equiv \Gamma(t, s)$ of the process $\xi(t)$ satisfying (4.9), that is $\eta(t)=\Gamma(t, s) h$ and $\Gamma(t, s) h=\Gamma(t, \theta) \Gamma(\theta, s) h$ a.s. for $0 \leq s \leq \theta \leq t \leq T$. Hence to derive an FBSDE associated with (4.8) we can proceed as follows.

Assume that there exists a classical solution to the Cauchy problem (4.7) or what is equivalent suppose that there exists a classical solution to (4.8) and compute a stochastic differential of a scalar stochastic process $Y(t)=\langle\eta(t), u(t, \xi(t))\rangle$. We can verify that

$$
d Y(t)=\langle d \eta(t), u(t, \xi(t))\rangle+\langle\eta(t), d u(t, \xi(t))\rangle+\langle d \eta(t), d u(t, \xi(t))\rangle .
$$

Taking into account (4.9), (4.10) and applying the Ito formula we derive

$$
\begin{equation*}
d Y(t)=-F(\xi(t), Y(t), Z(t)) d t+\langle Z(t), d W(t)\rangle, \quad Y(T)=\zeta=\left\langle h, u_{0}(\xi(T))\right\rangle \tag{4.12}
\end{equation*}
$$

where $W(t)=(w(t), w(t))^{*}, \Gamma(t) h \equiv \Gamma(t, s) h=\eta_{s, h}(t)$ and

$$
\begin{aligned}
\langle Z(t), d W(t)\rangle & =\langle C(\Gamma(t) h, d w(t)), u(t, \xi(t))\rangle+\langle\Gamma(t) h, \nabla u(t, \xi(t)) A d w\rangle= \\
& =\left\langle h, \Gamma^{*}(t)\left[C^{*} u(t, \xi(t))+A^{*} \nabla u(t, \xi(t))\right] d w(t)\right\rangle .
\end{aligned}
$$

Keeping in mind that

$$
Y(t)=\langle\eta(t), u(t, \xi(t))\rangle=\left\langle h, \Gamma^{*}(t) u(t, \xi(t))\right\rangle
$$

it is easy to deduce from (4.9) a BSDE

$$
\begin{equation*}
d y(t)=-f(\xi(t), y(t), z(t)) d t+z(t) d w(t), \quad y(T)=u_{0}(\xi(T)) \tag{4.13}
\end{equation*}
$$

where

$$
\begin{gather*}
f(\xi(t), y(t), z(t))=  \tag{4.14}\\
=\Gamma^{*}(t) g\left(\xi(t), u(t, \xi(t)), C^{*}(t, \xi(t)) u(t, \xi(t))+A^{*}(t, \xi(t)) \nabla u(t, \xi(t))\right)= \\
=\Gamma^{*}(t) g\left(\xi(t),\left[\Gamma^{*}\right]^{-1}(t) y(t), C^{*}(\xi(t))\left[\Gamma^{*}\right]^{-1}(t) y(t)+A^{*}(\xi(t))\left[\Gamma^{*}\right]^{-1}(t) z(t)\right)
\end{gather*}
$$

and from $\langle h, z(t) d w(t)\rangle=\langle Z(t), d W(t)\rangle$. and

$$
Z(t)=\left(\left[\Gamma^{*}\right]^{-1}(t) C^{*}(t, \xi(t)) u(t, \xi(t)),\left[\Gamma^{*}\right]^{-1}(t) A^{*}(\xi(t)) \nabla u(t, \xi(t))\right)^{*}
$$

we deduce

$$
z(t)=\left[\Gamma^{*}\right]^{-1}(t)\left[C^{*}(t, \xi(t)) u(t, \xi(t))+A^{*}(t, \xi(t)) u(t, \xi(t)) \nabla u\right] \in \mathcal{H}^{2}(M) .
$$

When the solution $y(t)$ is a scalar process and a comparison theorem holds one can prove that the function $u(s, x)$ defined by $y(s)=u(s, x)$ is a viscosity solution of the Cauchy problem for a corresponding quasilinear parabolic equation [14].

The above interpretation of the system (4.7) as a scalar equation (4.8) prompts that one can call $y(s)=u(s, x)$ a viscosity solution of (4.7) if $Y(s)=\langle h, u(s, x)\rangle$ is a viscosity solution of (4.8). The proof of existence and uniqueness of a solution to the FBSDE (4.10)-(4.12). one can find in [19].

Let us discuss a probabilistic approach to interpretation of the Cauchy problem for a fully nonlinear parabolic equation based on the theory of FBSDE.

We consider the Cauchy problem

$$
\begin{equation*}
u_{t}+\tilde{\Phi}\left(x, u, \nabla u, \nabla^{2} u\right)=0, \quad u(0, x)=u_{0}(x) \in R, x \in R^{d}, t \in[0, T] \tag{4.15}
\end{equation*}
$$

We assume that the function $\tilde{\Phi}(x, y, z, r), x \in R^{d}, y \in R, p \in R^{d}, r \in R^{d} \otimes R^{d}$ has a positive definite derivative with respect to $r \in R^{d} \otimes R^{d}$ that is $M_{i j}=\nabla_{r_{i} j} \tilde{\Phi}$ possesses the property $x^{*} M x \geq 0$ for all $x \in R^{d} \backslash\{0\}$. Let $\nabla_{r} \tilde{\Phi}(x, y, v, r)=$ $\frac{1}{2} \tilde{A}(x, y, p, r) \tilde{A}^{*}(x, y, p, r)$.

As in the previous section along with (4.15) we consider an equation with respect to the function $v=\nabla u \in R^{d}$

$$
\begin{align*}
& v_{t}+\nabla \tilde{\Phi}(x, u, v, \nabla v)+\nabla_{u} \tilde{\Phi}(x, u, v, \nabla v) v+\nabla_{v} \tilde{\Phi}(x, u, v, \nabla v) \nabla v+  \tag{4.16}\\
& +\nabla_{r} \tilde{\Phi}(x, u, v, \nabla v) \nabla^{2} v=0, \quad v(0, x)=\nabla u_{0}(x) \in R^{d}, x \in R^{d}, t \in[0, T]
\end{align*}
$$

and rewrite (4.15) in the form

$$
\begin{gather*}
u_{t}+\frac{1}{2} \operatorname{Tr} \tilde{A}(x, u, v, \nabla v) \nabla^{2} u \tilde{A}^{*}(x, u, v, \nabla v)+\tilde{\Phi}(x, u, v, \nabla v)-  \tag{4.17}\\
-\nabla_{r} \tilde{\Phi}(x, u, v, \nabla v) \nabla v=0, \quad u(0, x)=u_{0}(x)
\end{gather*}
$$

It is easy to see that the system (4.16), (4.17) is a system of quasilinear parabolic equations.

Set $A\left(x, y^{1}, y^{2}, z^{2}\right)=\tilde{A}\left(x, y, p,\left[\tilde{A}^{*}\right]^{-1} z^{2}\right)$, where $y^{1}=y, y^{2}=p, z^{2}=\tilde{A}^{*} r$, and consider an SDE

$$
\begin{equation*}
d \xi(t)=A\left(\xi(t), y^{1}(t), y^{2}(t), z^{2}(t)\right) d w(t), \quad \xi(s)=\xi_{0} \tag{4.18}
\end{equation*}
$$

Assume that $u(t, x)$ is a $C^{3}$ smooth function and $(u, v)$ is a solution of (4.15) (4.16). Given a process $\xi(t)$ satisfying (4.18) we consider processes

$$
y^{1}(t)=u(t, \xi(t)), y^{2}(t)=v(t, \xi(t))
$$

and

$$
\begin{gathered}
z^{1}(t)=A^{*}\left(\xi(t), y^{1}(t), y^{2}(t), \nabla^{2} u(t, \xi(t))\right) \nabla u(t, \xi(t)) \\
z^{2}(t)=A^{*}\left(\xi(t), y^{1}(t), y^{2}(t), \nabla^{2} u(t, \xi(t))\right)
\end{gathered}
$$

By the Ito formula we derive

$$
\begin{gathered}
d y^{1}(t)=\left[u_{t}(t, \xi(t))+\mathcal{A}^{u} u(t, \xi(t))\right] d t+\left\langle z^{1}(t), d w(t)\right\rangle \\
d y^{2}(t)=\left[v_{t}(t, \xi(t))+\mathcal{A}^{u} v(t, \xi(t))\right] d t+z^{2}(t) d w(t)
\end{gathered}
$$

where $\mathcal{A}^{g} u(t, x)=\frac{1}{2} \operatorname{Tr} A\left(x, g, \nabla g, \nabla^{2} g\right) \nabla^{2} u(t, x) A^{*}\left(x, g, \nabla g, \nabla^{2} g\right)$. Setting

$$
\begin{aligned}
f^{1}\left(x, y^{1}, y^{2}, z^{2}\right)= & \tilde{\Phi}\left(x, y^{1}, y^{2},\left[\tilde{A}^{*}\right]^{-1} z^{2}\right)-\nabla_{r} \tilde{\Phi}\left(x, y^{1}, y^{2},\left[\tilde{A}^{*}\right]^{-1} z^{2}\right) y^{2} \\
f^{2}\left(x, y^{1}, y^{2}, z^{2}\right)= & \nabla \tilde{\Phi}\left(x, y^{1}, y^{2},\left[\tilde{A}^{*}\right]^{-1} z^{2}\right)+\nabla_{u} \tilde{\Phi}\left(x, y^{1}, y^{2},\left[\tilde{A}^{*}\right]^{-1} z^{2}\right) v+ \\
& +\nabla_{v} \tilde{\Phi}\left(x, y^{1}, y^{2},\left[\tilde{A}^{*}\right]^{-1} z^{2}\right)\left[\tilde{A}^{*}\right]^{-1} z^{2}
\end{aligned}
$$

we obtain a system of BSDEs

$$
\begin{array}{ll}
d y^{1}(t)=-f^{1}\left(\xi(t), y^{1}(t), y^{2}(t), z^{2}(t)\right) d t+z^{1} d w(t), & y^{1}(T)=u_{0}(\xi(T))=\zeta^{1} \\
d y^{2}(t)=-f^{2}\left(\xi(t), y^{1}(t), y^{2}(t), z^{2}(t)\right) d t+z^{2} d w(t), & y^{2}(T)=v_{0}(\xi(T))=\zeta^{2} \tag{4.19}
\end{array}
$$

To introduce a notion of a solution to the FBSDE (4.18)- (4.20) let

$$
\mathcal{B}^{3}=S_{T}^{2}\left(R^{d}\right) \times S_{T}^{2}\left(R \times R^{d}\right) \times H_{T}^{2}\left(R^{d} \times R^{d} \otimes R^{d}\right)
$$

We say that a triple $(\xi(t), y(t), z(t)) \in \mathcal{B}^{3}$ is a solution of the $\operatorname{FBSDE}$ (4.18) (4.20) if the processes $\xi(t), y(t), z(t)$ are $\mathcal{F}_{t^{-}}$measurable and with probability 1 we have

$$
\begin{gather*}
\xi(t)=x+\int_{s}^{t} A\left(\xi(\tau), y^{1}(\tau), y^{2}(\tau), z^{2}(\tau)\right) d w(\tau)  \tag{4.21}\\
y(t)=\zeta+\int_{t}^{T} f\left(\xi(\tau), y^{1}(\tau), y^{2}(\tau), z^{2}(\tau)\right) d \tau-\int_{t}^{T} z(\tau) d W(\tau) \tag{4.22}
\end{gather*}
$$

Here

$$
\begin{gathered}
y=\left(y^{1}, y^{2}\right) \in R \times R^{d}, f=\left(f^{1}, f^{2}\right) \in R \times R^{d}, z=\left(z^{1}, z^{2}\right) \in R^{d} \times\left(R^{d} \otimes R^{d}\right), \\
W(t)=(w(t), w(t)), \in R^{d} \times R^{d}, \zeta=\left(\zeta^{1}, \zeta^{2}\right) \in R \times R^{d} \\
\zeta^{1}=h(\xi(T)), \zeta^{2}=\nabla h(\xi(T)) .
\end{gathered}
$$

Setting

$$
\kappa=(x, y, z), \quad \alpha(x, y, z)=A\left(x, y^{1}, y^{2}, z^{2}\right), \quad \beta(x, y, z)=f\left(x, y^{1}, y^{2}, z^{2}\right)
$$

we rewrite $(4.21),(4.22)$ as a system

$$
\begin{gather*}
\xi(t)=x+\int_{s}^{t} \alpha(\xi(\tau), y(\tau), z(\tau)) d w(\tau)  \tag{4.23}\\
y(t)=\zeta+\int_{t}^{T} \beta(\xi(\tau), y(\tau), z(\tau)) d \tau-\int_{t}^{T} z(\tau) d W(\tau) \tag{4.24}
\end{gather*}
$$

and note that this system is not closed.
To make the system closed we have to apply the Ito martingale representation theorem which states the following.

Theorem 4.1. Let $\chi \in R \times R^{d}$ be an $\mathcal{F}_{T}$ - local square integrable martingale then it admits a representation of the form

$$
\chi=E \chi+\int_{0}^{T} z(\tau) d w(\tau)
$$

and $z(\cdot) \in M=H_{T}^{2}\left(R^{d} \times R^{d} \otimes R^{d}\right)$ is unique.
Below we state conditions to ensure that we can apply the Ito theorem to the local martingale

$$
\chi=E\left[\zeta+\int_{0}^{T} f\left(\xi(\tau), y^{1}(\tau), y^{2}(\tau), z^{2}(\tau)\right) d \tau \mid \mathcal{F}_{t}\right]
$$

where $\zeta \in L_{T}^{2}\left(R \times R^{d}\right)$ and to prove existence and uniqueness of a solution to the system (4.23), (4.24).

Let $\kappa=(x, y, z)^{*}, G \in\left(R \times R^{d}\right) \otimes R^{d}, \hat{\alpha}(\kappa)=\left(-G^{*} \beta, G \alpha\right)^{*}(\kappa)$, where $G \alpha=$ $\left(G \alpha_{1}, \ldots, G \alpha_{d}\right)$.

We say that condition C 4 holds if

1) $\hat{\alpha}(\kappa)$ is $C^{1}$ - smooth and sublinear in $\kappa ; h(x), \nabla h(x)$ are bounded and Lipschitz continuous.
2) there exist positive constants $\mu_{1}, \mu_{2}, \mu_{3}$ such that given a full rank matrix $G$

$$
\left\langle\hat{\alpha}(\kappa)-\hat{\alpha}\left(\kappa_{1}\right), \kappa-\kappa_{1}\right\rangle \leq-\mu_{1}\|G \bar{x}\|^{2}-\mu_{2}\left(\left\|G^{*} \bar{y}\right\|^{2}+\left\|G^{*} \bar{z}\right\|^{2}\right) \quad \forall \kappa, \kappa_{1} \in \mathcal{B}_{3},
$$

$$
\left\langle u_{0}(x)-u_{0}\left(x_{1}\right), G\left(x-x_{1}\right)\right\rangle \geq \mu_{3}\|G \bar{x}\|^{2}
$$

for any $\kappa=(x, y, z), u_{1}=\left(x_{1}, y_{1}, z_{1}\right), \bar{x}=x-x_{1}, \bar{y}=y-y_{1}, \bar{z}=z-z_{1}$, and $\mu_{1}+\mu_{2}>0$ and $\mu_{2}+\mu_{3}>0$.

The following assertion is a consequence of the results in [28].
Theorem 4.2. Assume that C 4 holds. Then there exists a unique solution $(\xi(t), y(t), z(t)) \in \mathcal{B}^{3}$ of the $F B S D E(4.23),(4.24)$.

We consider a system of successive approximations (the Picard iteration) to a solution $\xi(t), y(t)=\left(y^{1}(t), y^{2}(t)\right), z(t)=\left(z^{1}(t), z^{2}(t)\right)$ of (4.23), (4.24).

$$
\begin{gather*}
\xi_{0}(t)=x, \quad y_{0}(t)=(h(x), \nabla h(x))=g(x), \quad z_{0}(t)=0 \\
\xi_{1}(t)=x+\int_{s}^{t} \alpha(x, h(x), 0) d w(\tau)  \tag{4.25}\\
y_{1}(t)=g\left(\xi_{1}(T)\right)+\int_{t}^{T} \beta\left(\xi_{1}(\tau), y_{1}(\tau), z_{1}(\tau)\right) d \tau-\int_{t}^{T} z_{1}(\tau) d W(\tau)  \tag{4.26}\\
\ldots  \tag{4.27}\\
\xi_{n+1}(t)=x+\int_{s}^{t} \alpha\left(\xi_{n}(\tau), y_{n}(\tau), z_{n}(\tau)\right) d w(\tau)  \tag{4.28}\\
y_{n+1}(t)=h\left(\xi_{n}(T)\right)+\int_{t}^{T} \beta\left(\xi_{n}(\tau), y_{n}(\tau), z_{n}(\tau)\right) d \tau-\int_{t}^{T} z_{n+1}(\tau) d W(\tau)
\end{gather*}
$$

One can prove that the solution of the decoupled FBSDE (4.27), (4.28) converges to a solution of $(4.23),(4.24)$ as $n \rightarrow \infty$. In other words setting

$$
\begin{gathered}
\Delta \xi_{n}(t)=\left\|\xi_{n+1}(t)-\xi_{n}(t)\right\|^{2}, \quad \Delta y_{n}(t)=\left\|y_{n+1}(t)-y_{n}(t)\right\|^{2} \\
\Delta z_{n}(t)=\left\|z_{n+1}(t)-z_{n}(t)\right\|^{2}
\end{gathered}
$$

one can verify that

$$
\lim _{n \rightarrow \infty} E\left[\sup _{s \leq t \leq T}\left[\Delta \xi_{n}(t)+\Delta y_{n}(t)\right]+\int_{s}^{T} \Delta z_{n}(t) d t\right]=0
$$

We refer to [19], [29] for the proof of this theorem.
Note that one can reduce an FBSDE to the following optimal control problem [24], [34], [37] :
to find $y(s)=y_{0}$ and $z(\tau), \tau \in[s, T]$ such that

$$
\inf _{y_{0}, z(t), s \leq t \leq T} E\left[\left\|h\left(\xi^{y_{0}, z(\cdot)}(T)\right)-y^{y_{0}, z(\cdot)}(T)\right\|^{2}\right]=0
$$

where

$$
\begin{gathered}
\xi^{y_{0}, z}(t)=x+\int_{s}^{t} \alpha\left(\xi^{y_{0}, z}(\tau), y^{y_{0}, z}(\tau), z(\tau)\right) d w(\tau) \\
y^{y_{0}, z}(s)=y_{0}+\int_{s}^{T} \beta\left(\xi^{y_{0}, z}(\tau), y^{y_{0}, z}(\tau), z(\tau)\right) d \tau-\int_{s}^{T} z(\tau) d W(\tau(s)
\end{gathered}
$$

where $y_{0} \in R^{d+1}$ is $\mathcal{F}_{0}$-measurable and $z(t) \in R^{d} \times R^{d} \otimes R^{d}$ is an $\mathcal{F}_{t}$ adapted square integrable process.

To verify this we check that if $y(s)=y_{0} \in R^{d+1}$ and $\{z(t)\}_{s \leq t \leq T} \in H_{T}^{2}(H)$, where $H=R^{d} \times R^{d} \otimes R^{d}$ satisfy

$$
\begin{gather*}
\xi(t)=x+\int_{s}^{t} \alpha(\xi(\tau), y(\tau), z(\tau)) d w(\tau)  \tag{4.29}\\
y(s)=g(\xi(T))+\int_{s}^{T} \beta(\xi(\tau), y(\tau), z(\tau)) d \tau-\int_{s}^{T} z(\tau) d W(\tau) \tag{4.30}
\end{gather*}
$$

then obviously

$$
E\left[\|g(\xi(T))-y(T)\|^{2}\right]=0
$$

On the other hand if we choose $y_{0}=y(s)$ and $z(t)$ as control parameters of the optimal control problem

$$
\begin{equation*}
\inf _{\tilde{y}_{0},\{\tilde{z}(t)\}_{s \leq t \leq T}} E\left[\|g(\tilde{\xi}(T))-\tilde{y}(T)\|^{2}\right] \tag{4.31}
\end{equation*}
$$

where

$$
\begin{gather*}
\tilde{\xi}(t)=x+\int_{s}^{t} \alpha(\tilde{\xi}(\tau), \tilde{y}(\tau), \tilde{z}(\tau)) d w(\tau),  \tag{4.32}\\
\tilde{y}(t)=g(\tilde{\xi}(T))+\int_{t}^{T} \beta(\tilde{\xi}(\tau), \tilde{y}(\tau), \tilde{z}(\tau)) d \tau-\int_{t}^{T} \tilde{z}(\tau) d W(\tau) \tag{4.33}
\end{gather*}
$$

then we deduce that

$$
\inf _{\tilde{y}_{0},\{\tilde{z}(t)\}_{s \leq t \leq T}} E\left[\|g(\tilde{\xi}(T))-\tilde{y}(T)\|^{2}\right]=0
$$

As a result we conclude that one may reduce the system (4.23), (4.24) to variational problem (4.31)- (4.33).

## 5. Numerical algorithms for solution of nonlinear parabolic equations and systems

In this section we describe numerical algorithms to construct approximate solution of the Cauchy problem for nonlinear parabolic equations and systems based on probabilistic representations of these solutions.
5.1. Numerical SDE schemes for solution of semilinear equations and systems. We start with probabilistic representations of a classical solution to the Cauchy problem

$$
\begin{gather*}
\frac{\partial u_{m}}{\partial s}+\langle a(s, x, u), \nabla\rangle u_{m}+B_{m l}^{i}(s, x, u) \nabla_{i} u_{l}+c_{m l}(s, x, u) u_{l}+ \\
+\frac{1}{2} \operatorname{Tr} A(s, x, u) \nabla^{2} u_{m} A^{*}(s, x, u)=0, \quad u_{m}(T, x)=u_{0 m}(x)  \tag{5.1}\\
m=1,2, \ldots, d_{1}
\end{gather*}
$$

constructed in section 2 and then derive an algorithm based on the representation of section 3 .

Consider a probabilistic counterpart of the Cauchy problem (5.1)

$$
\begin{gather*}
d \xi=a^{u}(\tau, \xi(\tau)) d \tau+A^{u}(\tau, \xi(\tau)) d w(\tau), \quad \xi(s)=x \in R^{d}  \tag{5.2}\\
d \eta(t)=c^{u}(\tau, \xi(\tau)) \eta(\tau) d \tau+C^{u}(\tau, \xi(\tau))(\eta(\tau), d w(\tau)), \quad \eta(s)=h \in R^{d_{1}}  \tag{5.3}\\
\langle h, u(s, x)\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right] \tag{5.4}
\end{gather*}
$$

Our aim is to construct a numerical solution of (5.2)-(5.4) .
Let $s=t_{0}<t_{1} \cdots<t_{N}=T$, with $t_{k}=k h, \Delta t=\frac{T-s}{N}$ be a given partition, $\Delta t=t_{k+1}-t_{k}$ and $\Delta_{k} w=w\left(t_{k+1}\right)-w\left(t_{k}\right)$ for $k=0, \ldots, N-1$.

To construct a numerical scheme based on the stochastic system (5.2)-(5.4) we present the relation (5.4) in the form

$$
\langle h, u(s, x)\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right]=\left\langle h, E\left[S^{*}(s, T) u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right],
$$

where $S(T, s) h=\eta_{s, h}(T)$. From the Markov property of the stochastic process $\xi_{s, x}(t)$ and uniqueness of the solution $\eta_{s, h}(t)$ to (5.3) we deduce that

$$
\begin{equation*}
\left\langle h, E\left[S^{*}(s, T) u_{0}\left(\xi_{s, x}(T)\right)\right]\right\rangle=\left\langle h, U(s, T) u_{0}(x)\right\rangle \tag{5.5}
\end{equation*}
$$

where $U(s, T)$ is an evolution family acting in the space $C_{b}\left(R^{d} ; R^{d_{1}}\right)$ of continuous bounded functions valued in $R^{d_{1}}$. Due to the evolution property of $U(s, T)$ we have an equality $U(s, T)=\prod_{k=0}^{N-1} U\left(t_{k}, t_{k+1}\right)$.

To construct an approximation of $U(s, T)$ we apply the Euler scheme to approximate the processes $\xi_{s, x}(t)$ and $\eta_{s, h}(t)$.

$$
\begin{align*}
\xi_{t_{k}, x}\left(t_{k+1}\right) & \sim \bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)=x+a\left(x, u\left(t_{k}, x\right)\right) \Delta t+A\left(x, u\left(t_{k}, x\right)\right) \Delta_{k} w,  \tag{5.6}\\
\eta_{t_{k}, h}\left(t_{k+1}\right) & \sim \bar{\eta}_{t_{k}, h}\left(t_{k+1}\right)=h+c\left(x, u\left(t_{k}, x\right)\right) h \Delta t+C\left(x, u\left(t_{k}, x\right)\right)\left(h, \Delta_{k} w\right), \tag{5.7}
\end{align*}
$$

and define the function $\bar{u}(t, x)$ by a relation

$$
\begin{equation*}
\langle h, \bar{u}(t, x)\rangle=\left\langle h, \bar{U}\left(t_{k}, t_{k+1}\right) \bar{u}\left(t_{k+1}, x\right)\right\rangle=E\left[\left\langle\bar{\eta}_{t_{k}, h}\left(t_{k+1}\right), \bar{u}\left(t_{k+1}, \bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right\rangle\right] . \tag{5.8}
\end{equation*}
$$

In addition we approximate $\Delta_{k} w$ by $\epsilon \sqrt{\Delta t}$, where $\epsilon$ is the Bernoulli random variable valued in $\{-1,1\}$ with a distribution $P\{\epsilon=-1\}=P\{\epsilon=1\}=\frac{1}{2}$ and denote by $\hat{U}(s, t)$ the map defined by (5.4) with $\hat{\xi}_{t_{k}, x}\left(t_{k+1}\right)$ and $\hat{\eta}_{t_{k}, h}\left(t_{k+1}\right)$ instead of $\bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)$ and $\bar{\eta}_{t_{k}, h}\left(t_{k+1}\right)$, where $\hat{\xi}_{t_{k}, x}\left(t_{k+1}\right)$ and $\hat{\eta}_{t_{k}, h}\left(t_{k+1}\right)$ are defined by

$$
\begin{array}{r}
\hat{\xi}_{t_{k}, x}\left(t_{k+1}\right)=x+a\left(x, \hat{u}\left(t_{k}, x\right)\right) \Delta t+A\left(x, \hat{u}\left(t_{k}, x\right)\right) \epsilon \sqrt{\Delta} t, \\
\hat{\eta}_{t_{k}, h}\left(t_{k+1}\right)=h+c\left(x, \hat{u}\left(t_{k}, x\right)\right) h \Delta t+C\left(x, \hat{u}\left(t_{k}, x\right)\right)(h, \epsilon \sqrt{\Delta t}), \\
\left\langle h, \hat{u}\left(t_{k}, x\right)\right\rangle=E\left\langle\hat{\eta}_{t_{k}, h}\left(t_{k+1}\right), \hat{u}\left(t_{k+1}, \hat{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right\rangle . \tag{5.11}
\end{array}
$$

From the Markov property of $\xi_{s, x}(t)$ and properties of a solution to the linear SDE (5.3) we can deduce the following assertion.

Lemma 5.1. Assume that coefficients in (5.2), (5.3) and the function $u_{0}(x)$ satisfy C 2.4. Then the map $U(s, T)$ defined by

$$
\begin{gather*}
\left\langle h, U(s, T) u_{0}(x)\right\rangle=E\left[\left\langle\eta_{s, h}(T), u_{0}\left(\xi_{s, x}(T)\right)\right\rangle\right]=  \tag{5.12}\\
=\left\langle h, E\left[S^{*}(s, T) u_{0}\left(\xi_{s, x}(T)\right)\right]\right\rangle
\end{gather*}
$$

is an evolution family.
Note that unlike $U(s, t)$ both $\bar{U}(s, t)$ and $\hat{U}(s, t)$ cease to be evolution families that is $\bar{U}(s, t) \neq \bar{U}(s, \theta) \bar{U}(\theta, t)$ for $s<\theta<t$.

Given $\bar{\eta}\left(t_{k+1}\right)=\bar{S}\left(t_{k}, t_{k+1}\right) h, \hat{\eta}\left(t_{k+1}\right)=\hat{S}\left(t_{k}, t_{k+1}\right) h$ we have $\langle\bar{S} h, v\rangle=\left\langle h, \bar{S}^{*} v\right\rangle$ and

$$
\begin{gather*}
\left\langle h,\left[\bar{U}\left(t_{k}, t_{k+1}\right) \bar{v}\right]\left(t_{k}, x\right)\right\rangle=E\left\langle\bar{\eta}\left(t_{k+1}\right), \bar{v}\left(t_{k+1}, \bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right\rangle=  \tag{5.13}\\
=\left\langle h, E\left[\bar{S}^{*}\left(t_{k}, t_{k+1}\right) \bar{v}\left(t_{k+1} \bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right\rangle\right.
\end{gather*}
$$

where $\bar{v}\left(t_{k}, x\right)=\bar{U}\left(t_{k}, t_{k+1}\right) \bar{v}\left(t_{k+1}, x\right)$ and similar relations for $\hat{U}\left(t_{k}, t_{k+1}\right), \hat{v}\left(t_{k}, x\right)$.
Let

$$
\begin{equation*}
\hat{U}_{n}(s, T)=\prod_{k=0}^{n-1} \hat{U}\left(t_{k}, t_{k+1}\right) \tag{5.14}
\end{equation*}
$$

Keeping in mind (5.9) - (5.11) we obtain

$$
\begin{align*}
& \quad\left[\hat{U}\left(t_{k}, t_{k+1}\right) v\right]^{m}\left(t_{k}, x\right)=\sum_{l=1}^{d_{1}} \hat{U}\left(t_{k}, t_{k+1}\right)^{m l} v^{l}\left(t_{k+1}, x\right)= \\
& =\frac{1}{2} \sum_{l=1}^{d_{1}}\left[\delta^{m l}+c^{m l}\left(x, v\left(t_{k+1}, x\right)\right) \Delta t+C^{m l}\left(x, v\left(t_{k+1}, x\right)\right) \sqrt{\Delta t}\right] \times \\
& \times v^{l}\left(t_{k+1}, x+a\left(x, \bar{v}\left(t_{k+1}, x\right)\right)\right) \Delta t+A\left(x, v\left(t_{k+1}, x\right)\right) \sqrt{\Delta t}+ \\
& +\frac{1}{2} \sum_{l=1}^{d_{1}}\left[\left[\delta^{m l}+c^{m l}\left(x, \bar{u}\left(t_{k+1}, x\right)\right) \Delta t-C^{m l}\left(x, v\left(t_{k+1}, x\right)\right) \sqrt{\Delta t}\right] \times\right. \\
& \left.\times v^{l}\left(t_{k+1}, x+a\left(x, v\left(t_{k+1}, x\right)\right) \Delta t-A\left(x, v\left(t_{k+1}, x\right)\right) \sqrt{\Delta t}\right)\right] \tag{5.15}
\end{align*}
$$

where $\delta^{l m}=1$, if $l=m$ and $\delta^{l m}=0$, if $l \neq m$.
Finally, we apply $\hat{U}_{n}(s, T)=\prod_{k=0}^{n-1} \hat{U}\left(t_{k}, t_{k+1}\right)$ to approximate $U_{n}(s, T) u_{0}=$ $\prod_{k=0}^{n-1} U\left(t_{k}, t_{k+1}\right)$ in spite of the lack of evolution property of the map $\hat{U}(s, T)$. Based on Marsden results [33] we prove that $\lim _{n \rightarrow \infty} \hat{U}_{n}(s, T) u_{0}=U(s, T) u_{0}$.

Theorem 5.2. Let $V_{1}(s, T)$ and $V_{2}(s, T)$ be bounded maps acting in $C\left([0, T] \times R^{d}\right)$ such that

$$
\left\|V_{i}(s, t) u\right\|_{\infty} \leq K_{i}\|u\|_{\infty},\left\|V_{i}(s, t) u-V_{i}(s, t) v\right\|_{\infty} \leq e^{\gamma_{i}} t\|u-v\|_{\infty}, i=1,2
$$

Let $V_{i}(s, T)$ are differentiable in $s$ and

$$
\left\|V_{1}\left(t_{k}, t_{k+1}\right) u-V_{2}\left(t_{k}, t_{k+1}\right) u\right\|_{\infty} \leq \gamma(\Delta)^{1+\alpha}\|v\|_{\infty}
$$

for some $\alpha>0$. Assume that there exists a limit

$$
\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} V_{1}\left(t_{k}, t_{k+1}\right) v=V_{1}(s, T) v
$$

then there exists a limit

$$
\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} V_{2}\left(t_{k}, t_{k+1}\right) v=V_{2}(s, T) v
$$

We apply the results of this assertion to the above maps $U(s, T)$ given by (5.12) and $\hat{U}(s, T)$ given by (5.15).

Lemma 5.3. Let the processes $\xi(t), \eta(t)$ and the function $u(s, x)$ be defined by (5.7)- (5.9). Then maps

$$
\begin{gathered}
\left.U(s, T) u_{0}(x)=\mathbf{E}_{s, x} S^{*}(s, T) u_{0}(\xi(T))\right], \\
\bar{U}\left(t_{k}, t_{k+1}\right) v(x)=\mathbf{E}_{t_{k}, x}\left[\bar{S}^{*}\left(t_{k}, t_{k+1}\right) v\left(\bar{\xi}\left(t_{k+1}\right)\right)\right], \\
\hat{U}\left(t_{k}, t_{k+1}\right) v(x)=\mathbf{E}_{t_{k}, x}\left[\hat{S}^{*}\left(t_{k}, t_{k+1}\right) v\left(\hat{\xi}\left(t_{k+1}\right)\right)\right]
\end{gathered}
$$

satisfy conditions of the previous assertion and thus there exists limits

$$
\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \bar{U}\left(t_{k}, t_{k+1}\right) u_{0}=U(s, T) u_{0}, \quad \lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \hat{U}\left(t_{k}, t_{k+1}\right) u_{0}=U(s, T) u_{0}
$$

Proof. Let $V_{1}\left(t_{k}, t_{k+1}\right)=U\left(t_{k}, t_{k+1}\right), \quad V_{2}\left(t_{k}, t_{k+1}\right)=\bar{U}\left(t_{k}, t_{k+1}\right), V_{3}\left(t_{k}, t_{k+1}\right)=$ $\hat{U}\left(t_{k}, t_{k+1}\right)$. From the results of section 2 we deduce

$$
\left\|V_{q}\left(t_{k}, t_{k+1}\right) u\left(t_{k+1}\right)\right\|_{\infty} \leq\left\|u\left(t_{k+1}\right)\right\|_{\infty} \exp \{K \Delta\}+\beta \Delta, \quad q=1,2,3
$$

and

$$
\begin{aligned}
& \left\|V_{1}\left(t_{k}, t_{k+1}\right) v\left(t_{k+1}\right)-V_{2}\left(t_{k}, t_{k+1}\right) v\left(t_{k+1}\right)\right\| \leq C(\Delta t)^{1+\alpha}\left\|v\left(t_{k+1}\right)\right\|_{\infty}, \\
& \left\|V_{2}\left(t_{k}, t_{k+1}\right) v\left(t_{k+1}\right)-V_{3}\left(t_{k}, t_{k+1}\right) v\left(t_{k+1}\right)\right\| \leq C(\Delta t)^{1+\alpha}\left\|v\left(t_{k+1}\right)\right\|_{\infty},
\end{aligned}
$$

where $\gamma, C, \alpha$ are positive constants. It results from theorem 5.1 that

$$
U(s, T) u_{0}(x)=\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \bar{U}\left(t_{k}, t_{k+1}\right) u_{0}(x)
$$

By the triangle inequality we have

$$
\begin{gathered}
\left.\left.\sup _{x} \| \bar{U}(s, T)-\hat{U}(s, T)\right] u_{0}(x)\left\|\leq \sup _{x}\right\| U(s, T)-\bar{U}(s, T)\right] u_{0}(x) \|+ \\
\left.+\sup _{x} \| \bar{U}(s, T)-\hat{U}(s, T)\right] u_{0}(x) \|
\end{gathered}
$$

and in addition we deduce from proposition 5.2 that

$$
\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \bar{U}\left(t_{k}, t_{k+1}\right) u_{0}(x)=\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \hat{U}\left(t_{k}, t_{k+1}\right) u_{0}(x)
$$

This yields

$$
U(s, T) u_{0}(x)=\lim _{n \rightarrow \infty} \prod_{k=0}^{n-1} \hat{U}\left(t_{k}, t_{k+1}\right) u_{0}(x)
$$

Remark 5.4. Under C 2.4 the assertions of lemma 5.3 are valid as well in the case when we consider the Caauchy problem for a nonuniform PDE of the form

$$
\begin{gathered}
\frac{\partial u_{m}}{\partial s}+\langle a(s, x, u), \nabla\rangle u_{m}+B_{m l}^{i}(s, x, u) \nabla_{i} u_{l}+c_{m l}(s, x, u) u_{l}+ \\
+\frac{1}{2} \operatorname{Tr} A(s, x, u) \nabla^{2} u_{m} A^{*}(s, x, u)=g_{m}(x, u), \quad u_{m}(T, x)=u_{0 m}(x),
\end{gathered}
$$

where $g(x, u)$ is a smooth bounded function. In this case we have
$U(s, T) u_{0}(x)=E\left[S^{*}(s, T) u_{0}\left(\xi_{s, x}(T)\right)\right]+E\left[\int_{s}^{T} S^{*}(s, \theta) g\left(\xi_{s, x}(\theta), u\left(\theta, \xi_{s, x}(\theta)\right)\right) d \theta\right]$
and

$$
\begin{aligned}
& \bar{U}\left(t_{k}, t_{k+1}\right) u\left(t_{k+1}, x\right)=E\left[\bar{S}^{*}\left(t_{k}, t_{k+1}\right) u\left(t_{k+1}, \bar{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right]+ \\
& \quad+E\left[\int_{t_{k}}^{t_{k+1}} \bar{S}^{*}\left(t_{k}, \theta\right) g\left(\bar{\xi}_{t_{k}, x}(\theta), \bar{u}\left(\theta, \bar{\xi}_{t_{k}, x}(\theta)\right)\right) d \theta\right],
\end{aligned}
$$

$$
\begin{aligned}
& \hat{U}\left(t_{k}, t_{k+1}\right) \hat{u}\left(t_{k+1}, x\right)=E\left[\hat{S}^{*}\left(t_{k}, t_{k+1}\right) \hat{u}\left(t_{k+1}, \hat{\xi}_{t_{k}, x}\left(t_{k+1}\right)\right)\right]+ \\
& \quad+E\left[\int_{t_{k}}^{t_{k+1}} \hat{S}^{*}\left(t_{k}, \theta\right) g\left(\hat{\xi}_{t_{k}, x}(\theta), \hat{u}\left(\theta, \hat{\xi}_{t_{k}, x}(\theta)\right)\right) d \theta\right]
\end{aligned}
$$

As a result we get

$$
\begin{gather*}
\hat{u}\left(t_{k}, x\right)=\frac{1}{2}\left[\left(I+c\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h+C\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h^{\frac{1}{2}}\right) \times\right.  \tag{5.16}\\
\times \hat{u}\left(t_{k+1}, x+a\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h+A\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h^{\frac{1}{2}}\right)+ \\
+\frac{1}{2}\left[\left(I+c\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h-C\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h^{\frac{1}{2}}\right) \times\right. \\
\times \hat{u}\left(t_{k+1}, x+a\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h-A\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h^{\frac{1}{2}}\right)+ \\
+g\left(x, \hat{u}\left(t_{k+1}, x\right)\right) h .
\end{gather*}
$$

As a final step to obtain a numerical scheme in the case $d=1$ we discretize the space variable $x$, compute $u\left(t_{k}, x_{j}\right)$ and use linear interpolation to define $u\left(t_{k}, x\right)$ for $x_{j}<x<x_{j+1}$ (see details in [30] - [32]).

To apply the above approach to a quasilinear or a fully nonlinear parabolic equation we include it to a system of semilinear parabolic equations as it was done in section 3 and then proceed as above.
5.2. Numerical FBSDE schemes for solution of the Cauchy problem for fully nonlinear equations and systems. Here we apply the results of section 4 to construct a numerical solution of a nonlinear parabolic equation based on the so called deep BSDE theory developed in recently in a number of papers [24][26], [34] - [37]. The deep BSDE theory combines probabilistic representations of a solution to the Cauchy problem for a nonlinear parabolic equation with the neural network theory. In section 4 we have shown that the fully nonlinear parabolic equation of the form (4.15) can be reduced to the system of quasilinear parabolic equations (4.16), (4.17). Next it was shown that to solve the resulting quasilinear system one can consider the correspondent FBSDE of the form (4.18) - (4.20). Slightly changing our construction we consider the Cauchy problem

$$
\begin{equation*}
u_{t}+\Phi\left(x, u, \nabla u, \nabla^{2} u\right)=0, \quad u(0, x)=u_{0}(x) \in R, x \in R^{d}, t \in[0, T] \tag{5.17}
\end{equation*}
$$

and reduce it to a suitable FBSDE

$$
\begin{gather*}
d \xi(t)=A\left(\xi(t), y^{1}(t), y^{2}(t), z^{2}(t)\right) d w(t), \quad \xi(s)=x  \tag{5.18}\\
d y^{j}(t)=-f^{j}\left(\xi(t), y^{1}(t), y^{2}(t), z^{2}(t)\right) d t+  \tag{5.19}\\
+z^{j}(t) d w(t), \quad y^{j}(T)=g^{j}(\xi(T))
\end{gather*}
$$

where coefficients $A$ and $f=\left(f^{1}, f^{2}\right)$ coincide with coefficients in (4.19), (4.20). FBSDE (5.18), (5.19) is associated with (5.17) provided

$$
\begin{gathered}
y^{1}(t)=u(t, \xi(t)), y^{2}(t)=v(t, \xi(t))=\nabla u(t, \xi(t)), \quad z^{1}(t)=\nabla u(t, \xi(t)), \\
z^{2}(t)=\nabla v(t, \xi(t)), \quad g^{1}(x)=h(x), g^{2}(x)=\nabla h(x)
\end{gathered}
$$

Next we discuss numerical schemes which allow to obtain an approximate solution of the FBSDE (5.18), (5.19) based on the deep FBSDE theory.

To construct numerically a viscosity solution $u$ of (5.17) presented in the form $u(s, x)=y^{1}(s)$, where $y^{1}(t)=u(t, \xi(t)), y^{2}(t)=\nabla u(t, \xi(t))$, and $\xi(t), y^{j}(t), j=$ 1,2 , satisfy (5.18), (5.19).

The main idea here can be stated as follows. As we have seen in section 4 one can reduce solution of an FBSDE to solution of the following control problem : to find

$$
\begin{equation*}
\inf _{y_{0}, z(\cdot)} E\left[\left\|g\left(\xi^{y_{0}, z(\cdot)}(T)\right)-y^{y_{0}, z(\cdot)}(T)\right\|^{2}\right] \tag{5.20}
\end{equation*}
$$

such that

$$
\begin{gather*}
\xi^{y_{0}, z(\cdot)}(t)=x+\int_{s}^{t} A\left(\xi^{y_{0}, z(\cdot)}(\tau), y^{y_{0}, z(\cdot)}(\tau), z(\tau)\right) d w(\tau)  \tag{5.21}\\
y^{y_{0}, z(\cdot)}(t)=y_{0}-\int_{s}^{t} f\left(\xi^{y_{0}, z(\cdot)}(\tau), y^{y_{0}, z(\cdot)}(\tau), z^{y_{0}, z(\cdot)}(\tau)\right) d \tau+\int_{s}^{t} z(\tau) d W(\tau) \tag{5.22}
\end{gather*}
$$

where $y_{0}=y(s)-\mathcal{F}_{0}$ adapted random variable valued in $R \times R^{d}$ and $z(t)$ is $\mathcal{F}_{t^{-}}$ adapted matrix-valued square integrable stochastic process. The couple $\left(y_{0}, z(\cdot)\right)$ is a control variable of the considered control problem.

Within this framework

$$
\inf _{y_{0}, z(\cdot)} E\left[\left\|g\left(\xi^{y_{0}, z(\cdot)}(T)\right)-y^{y_{0}, z(\cdot)}(T)\right\|^{2}\right]=0
$$

and infimum is achieved when $\left.\xi^{y_{0}, z(\cdot)}(t), y^{y_{0}, z(\cdot)}(t), z(t)\right)$ satisfy (5.21), (5.22).
To solve the control problem of the form (5.20)-(5.22) it comes to be very effective to apply the neural network technique. We discuss it while considering a more advanced control problem below.

Let us consider one more scheme suggested in recent paper [37].
Changing the loss function we choose the whole process $y(\cdot)$ as a control together with $z(\cdot)$.

Then the control problem has the form :
to find

$$
\begin{equation*}
\inf _{u(\cdot), Z(\cdot)} E\left[\left\|g\left(\xi^{u, Z}(T)\right)-y^{u, Z}(T)\right\|^{2}+\int_{s}^{T}\left\|y^{u, Z}(t)-u(t)\right\|^{2} d t\right] \tag{5.23}
\end{equation*}
$$

where

$$
\begin{gather*}
\xi^{u, Z}(t)=x+\int_{s}^{t} A\left(\xi^{u, Z}(\tau), y^{u, Z}(\tau), Z(\tau)\right) d w(\tau)  \tag{5.24}\\
y^{u, Z}(t)=y_{0}+\int_{s}^{t} f\left(\xi^{u, Z}(\tau), y^{u, Z}(\tau), z^{y_{0}, z(\cdot)}(\tau)\right) d \tau-\int_{s}^{t} Z(\tau) d W(\tau) \tag{5.25}
\end{gather*}
$$

and solution

$$
\inf _{u(\cdot), Z(\cdot)} E\left[\left\|g\left(\xi^{u, Z}(T)\right)-y^{u, Z}(T)\right\|^{2}+\int_{s}^{T}\left\|y^{u, Z}(t)-u(t)\right\|^{2} d t\right]=0
$$

is achieved when $\left.\xi^{u, Z}(t), y^{u, Z}(t), Z(t)\right)$ satisfy (5.24), (5.25).
To solve this optimal problem effectively one can apply the neural network technique. Let us recall some notion and results from the neural network theory.

For an integer $n \in N$ consider a partition $s=t_{0}<t_{1}<\cdots<t_{N}=T$ of the interval $[s, T]$ and define neural networks $\mathcal{S}_{k}^{j, \beta}(\cdot) j=1,2$

$$
\begin{equation*}
\mathcal{S}_{k}^{1, \beta}=\Gamma_{d, d}^{\beta,[(2 K+k) d+1](d+1)} \circ \psi_{d} \circ \Gamma_{d, d}^{\beta,[(K+k) d+1](d+1)} \circ \psi_{d} \circ \Gamma_{d, d}^{\beta,(k d+1)(d+1)} \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{S}_{k}^{2, \beta}=\Gamma_{d^{2}, d}^{\beta_{,}\left[\left(5 K d+k d^{2}+1\right)\right](d+1)} \circ \psi_{d} \circ \Gamma_{d, d}^{\beta,[(4 K+k) d+1](d+1)} \circ \psi_{d} \circ \Gamma_{d, d}^{\beta,[(3 K+k) d+1](d+1)} . \tag{5.27}
\end{equation*}
$$

to approximate functions $\nabla u\left(t_{k+1}, \cdot\right), \nabla v\left(t_{k+1}, \cdot\right)$. Here each network has one input layer with dimension $d$, two hidden layers with dimensions $d$ and one output layer where dimensions of output layers are $d$ and $d^{2}$ respectively.

For an activation function we choose

$$
\psi_{d}(x)=\left(\max \left(x_{1}, 0\right), \ldots, \max \left(x_{d}, 0\right)\right), x \in R^{d}
$$

and affine transformations $\Gamma_{q, l}^{\beta, \alpha}: R^{l} \rightarrow R^{q}$ in (5.19), (5.20) are chosen to have a form

$$
\Gamma_{q, l}^{\beta, \alpha}(x)=\left(\begin{array}{cccc}
\beta_{\alpha+1} & \beta_{\alpha+2} & \ldots & \beta_{\alpha+l}  \tag{5.28}\\
\beta_{\alpha+l+1} & \beta_{\alpha+l+2} & \ldots & \beta_{\alpha+2 l} \\
\beta_{\alpha+2 l+1} & \beta_{\alpha+2 l+2} & \ldots & \beta_{\alpha+3 l} \\
\vdots & \vdots & \vdots & \vdots \\
\beta_{\alpha+(q-1) l+1} & \beta_{\alpha+(q-1) l+2} & \ldots & \beta_{\alpha+q l}
\end{array}\right)\left(\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
\vdots \\
x_{l}
\end{array}\right)+\left(\begin{array}{c}
\beta_{\alpha+q l+1} \\
\beta_{\alpha+q l+m} \\
\beta_{\alpha+q l+3} \\
\vdots \\
\beta_{\alpha+q l+q}
\end{array}\right)
$$

where $\alpha=d+1$.
Note that the condition $\rho \geq\left(5 K d+N d^{2}+1\right)(d+1)$ ensures that $\Gamma_{q, l}^{\beta, \alpha}: R^{l} \rightarrow$ $R^{q}$ acts correctly. Finally, we arrive to an optimization problem which could be approximately solved by applying stochastic descent gradient (SGD) method.

To construct the required solution for (5.23) - (5.25) we apply the EulerMaruyama scheme to discretize (5.23), (5.24) setting $\bar{\xi}\left(t_{0}\right)=x, \bar{y}\left(t_{0}\right)=y_{0}$,

$$
\begin{gather*}
\bar{\xi}\left(t_{k+1}\right)=\bar{\xi}\left(t_{k}\right)+A\left(\bar{\xi}\left(t_{k}\right), \bar{u}\left(t_{k}\right), \bar{v}\left(t_{k}\right), \bar{z}^{2}\left(t_{k}\right)\right) \Delta_{k} w,  \tag{5.29}\\
\bar{y}^{j}\left(t_{k+1}\right)=\bar{y}^{j}\left(t_{k}\right)-f^{j}\left(\bar{\xi}\left(t_{k}\right), \bar{y}^{1}\left(t_{k}\right), \bar{y}^{2}\left(t_{k}\right), \bar{z}^{2}\left(t_{k}\right)\right) \Delta t+  \tag{5.30}\\
+\bar{z}^{j}\left(t_{k}\right) \Delta_{k} w, \quad j=1,2 .
\end{gather*}
$$

Here we wrote the integral form of the backward SDE in the form similar to the integral form of a forward SDE.

We present $\bar{\xi}\left(t_{0}\right)=\xi_{0}, \bar{y}\left(t_{0}\right)=\left(u_{0}, v_{0}\right)$,

$$
\begin{aligned}
& \bar{u}\left(t_{k}\right)=\phi_{1}\left(\bar{\xi}\left(t_{k}\right), \bar{u}\left(t_{k}\right) ; \beta_{k}^{1}\right), \\
& \bar{v}\left(t_{k}\right)=\phi_{2}\left(\bar{\xi}\left(t_{k}\right), \bar{u}\left(t_{k}\right), \bar{v}\left(t_{k}\right) ; \beta_{k}^{2}\right), \\
& \bar{z}^{1}\left(t_{k}\right)=\phi_{3}\left(\bar{\xi}\left(t_{k}\right), \bar{u}\left(t_{k}\right) ; \beta_{k}^{3}\right),
\end{aligned} \quad \bar{z}^{2}\left(t_{k}\right)=\phi_{4}\left(\bar{\xi}\left(t_{k}\right), \bar{u}\left(t_{k}\right), \bar{v}\left(t_{k}\right) ; \beta_{k}^{4}\right) . ~ \$
$$

Note that solving the last equations we can obtain

$$
\begin{aligned}
& \bar{u}\left(t_{k}\right)=\tilde{\phi}_{1}\left(\bar{\xi}\left(t_{k} ; \beta_{k}^{1}\right),\right. \\
& \bar{v}\left(t_{k}\right)=\tilde{\phi}_{2}\left(\bar{\xi}\left(t_{k} ; \beta_{k}^{2}\right),\right. \\
& \bar{z}^{1}\left(t_{k}\right)=\tilde{\phi}_{3}\left(\bar{\xi}\left(t_{k} ; \beta_{k}^{3}\right),\right.
\end{aligned} \bar{z}^{2}\left(t_{k}\right)=\tilde{\phi}_{4}\left(\bar{\xi}\left(t_{k} ; \beta_{k}^{4}\right) . ~ \$\right.
$$

Hence, we have to construct four neural networks at the sane time. All parameters of these networks are represented as $\beta$. The loss function has the form

$$
\mathcal{L}(\beta)=\inf _{\beta} E\left[\left\|g\left(\bar{\xi}^{\beta}(T)\right)-\bar{y}^{\beta}(T)\right\|^{2}+\sum_{k=0}^{N-1}\left\|\bar{y}^{\beta}\left(t_{k}\right)-\bar{u}\left(t_{k}\right)\right\|^{2}\right]
$$

where $\beta=\left(y_{0}, z(\cdot)\right)$.
Similar to [37] we may write the correspondent algorithm as follows.
Choosing as an input the Wiener process increments $\Delta_{k} w$, initial parameters $\beta^{0}$ and learning rate $\varrho$ we have to obtain as an output the couple $\left(\bar{\xi}^{q}(T), \bar{y}^{q}\left(t_{k}\right)\right), k=$ $1 \ldots, N$. On each interval $\left[t_{k}, t_{k+1}\right]$ we solve the optimization problem applying SGD method (stochastic decent gradient) with $q$ iterations, $q=1,2, \ldots$.

1. For $q=1, \ldots$, set $L=0, \bar{\xi}^{q}\left(t_{0}\right)=x, \bar{y}^{j, q}\left(t_{0}\right)=\phi^{j}\left(x ; \beta_{0}^{q-1}\right)$;
2. For $k=0, \ldots, N-1$ set

$$
\begin{aligned}
& \bar{u}^{q}\left(t_{k}\right)=\phi^{1}\left(\bar{\xi}^{q}\left(t_{k}\right), \beta_{k}^{1, q-1}\right), \quad \bar{v}^{q}\left(t_{k}\right)=\phi^{2}\left(\bar{\xi}^{q}\left(t_{k}\right), \beta_{k}^{2, q-1}\right), \\
& \bar{z}^{1, q}\left(t_{k}\right)=\phi^{3}\left(\bar{\xi}^{q}\left(t_{k}\right), \beta_{k}^{3, q-1}\right), \bar{z}^{2, q}\left(t_{k}\right)=\phi^{4}\left(\bar{\xi}^{q}\left(t_{k}\right), \beta_{k}^{4, q-1}\right) .
\end{aligned}
$$

3. By Euler -Maruyama schemes (5.22), (5.23) we calculate $\xi^{q}\left(t_{k+1}\right), y^{q}\left(t_{k+1}\right)$ and $z^{q}\left(t_{k+1}\right)$ on each time interval $\left[t_{k}, t_{k+1}\right]$

$$
\begin{gathered}
\bar{\xi}^{q}\left(t_{k+1}\right)=\bar{\xi}^{q}\left(t_{k}\right)+A\left(\bar{\xi}^{q}\left(t_{k}\right), \bar{u}^{q}\left(t_{k}\right), \bar{v}^{q}\left(t_{k}\right), \bar{z}^{2 q}\left(t_{k}\right)\right) \Delta_{k} w, \\
y^{j, q}\left(t_{k+1}\right)=y^{j, q}\left(t_{k}\right)+f^{j}\left(\bar{\xi}^{q}\left(t_{k}\right), \bar{y}^{1, q}\left(t_{k}\right), \bar{y}^{2, q}\left(t_{k}\right), z^{2, q}\left(t_{k}\right)\right) \Delta t- \\
-z^{j, q}\left(t_{k}\right) A\left(\bar{\xi}^{q}\left(t_{k}\right), \bar{y}^{1, q}\left(t_{k}\right), \bar{y}^{2, q}\left(t_{k}\right), \bar{z}^{2 q}\left(t_{k}\right)\right) \Delta_{k} w, \quad j=1,2,
\end{gathered}
$$

4. 

$$
\left(\beta^{q+1}, \bar{y}_{0}^{q+1}\right)=\left(\beta^{q}, \bar{y}_{0}^{q}\right)-\varrho \nabla \frac{1}{M} \sum_{m=1}^{M}\left\|\bar{y}^{q}(T)-g\left(\bar{\xi}^{q}(T)\right)\right\|^{2}
$$
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