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ABSTRACT  

As per the modern trend the usage of digitization in terms of financial transactions inward or outward has been 

gaining significant importance due to its ease and availability but at the same time the cases of financial 

malpractices have been on the rise globally. In order to keep a check on this menace this research project was 

undertaken as a part of curriculum. The objective of this research paper is to classify real-time online financial 

transactions into ‘fraud’ or ‘not-fraud’ based on machine learning methodology. We all know it very well that the 

basic definition of fraud analytics is about gathering and storing relevant data. This data is used for generating 

patterns, discrepancies and anomalies with the use of Data Mining techniques. The findings of the research are 

then translated into insights which can be used to avoid possible threats beforehand. The research process 

requires training a machine learning model in order to classify online transactions into fraudulent or non-

fraudulent payments. A real-time dataset consisting of online Banking Transactions was analyzed to know what 

type of transactions were responsible for the fraud. 

Highlight: The highlight of this research project lies in the fact that this unique project has been undertaken using 

a unique methodology that has been implemented using Python Language. 

Keywords: Online payment fraud; machine learning; Python Programming 

I. INTRODUCTION 

Fraud Detection Using Machine learning deploys a machine learning (ML) model [1]. The traditional methods 
which involve manual interventions are time consuming, expensive and inaccurate when we talk of financial fraud 
detection. We are living in a world which is rapidly adopting digital payments systems. Credit card and payments 
companies are experiencing a very rapid growth in their transaction volume [2]. In third quarter of 2018, PayPal 
Inc (a San Jose based payments company) processed 143 billion USD in total payment volume [3]. The 
introduction of online payment systems has helped a lot in the ease of payments but at the same time, it increased 
in the number of payment frauds. Online payment frauds have been on the rise as the process of digitization has 
become popular with the time.. With this objective in mind this project was undertaken. We propose to execute an 
exhaustive research based on the data extracted from Kaggle using Machine Learning. We show that our proposed 
approaches are able to detect fraud transactions with high accuracy and reasonably low number of false positives 
[4]. 

The last section of this research deals in a brief conclusion, in addition to detailed future possibilities. 

II. RELEVANT RESEARCH 
Machine Learning based approaches involve ANN (Artificial Neural Networks), SVM (Support Vector 
machines), HMM (Hidden Markov Models), clustering etc. We can find that many such researches have been 
taken up earlier using different tools and methodologies [5]. 
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Figure 1: Working of Machine Learning system 

III. DATASET AND ANALYSIS 
In the recent past, Artificial Intelligence has been used as an effective tool which can successfully handle huge 
databases together with algorithms which may be complex but easy to interpret. The proposed framework offers 
the possibility of detecting and checking fiscal fraud which has been a prominent topic of research in the past. 
From the literature, data mining techniques present several possibilities for data processing with the aim at fraud 
analysis [6]. 

Machine learning models usually perform better than other predictive and non-predictive linear models when we 
talk about perfection and predictive capacity. These usually permit more accurate predictions and estimations as 
compared to other types of models [7]. 

The figure below shows the extracted version of data that has been mined from the dataset using Python language. 
We are using a non-simulated dataset which contains legitimate as well as fraud transactions from the duration 
01st January 2020 to 31st December 2022. 

 
Figure 2: Sample transaction sheet 

Figure 2 above shows the partial layout of extracted data from the downloaded dataset for experimentation. The 
data has been extracted using Python command. 
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Sr.No Field Name Description Type 

01 Step Period of time with 1 step equals to one 
hour of time. 

Numeric 

02 Type Type of online transaction Non-Numeric 
03 Amount Transaction amount in local currency Numeric 
04 NameOrig Identification number of the payer Alphanumeric 
05 OldbalanceOrg Initial balance amount of the payer Numeric 
06 NewbalanceOrig Final balance of the payer after the 

transaction 
Numeric 

07 NameDest Identification number of the payee Alphanumeric 
08 OldbalanceDest Opening balance of the payee Numeric 
09 NewbalanceDest The new balance of the payee after the 

transaction 
Numeric 

10 isFraud Fraud transaction (Boolean) Numeric 
Table 1: Description of the fields used in the research project 

IV. METHODOLOGY 

The methodology consists of the various steps as mentioned in the steps as shown below. 

 
Figure 3: Outline of Fraud detection using Machine Learning 

Steps used in the experimentation 

Step 1: Firstly, we go ahead to import necessary Python libraries which are essential for any project like pandas 
and numpy to name a few as shown below: 

- Import pandas as pd 

- Import numpy as np 

Step 2: Read the transaction file from the source as shown below: 

data=pd.read_csv("C:\\Users\\user\\Desktop\\Test\\final.csv") 

Step 3: Confirming the uploaded data using print command: 
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Step 4: Checking for the consistency of the data by finding out for any not null value in the dataset: - 

 

The above command verifies that there is no null value in the dataset which indicates that the end results would be 
significant. 

Step 5: Finding the count of transaction type in order to understand the frequency of test data: - 

 

Step 6: Graphical distribution of Transaction type for quick understanding of distribution of data 

 
Figure 4: Distribution of Transaction Type 



ISSN: 2752-3829  Vol. 3 No.2, (December, 2023)  

 

Stochastic Modelling and Computational Sciences 
 

 

Copyrights @ Roman Science Publications Ins.                                    Stochastic Modelling and Computational Sciences   

  

 

 1046 

 

Step 7: Understanding the correlation among the variables present in the data with respect to “isFraud” column: - 

 

The results above show that there is a positive linear relationship between ‘isFraud’ and ‘amount’ fields. 

 A correlation coefficient greater than zero indicates a positive relationship while a value less than zero 
signifies a negative relationship. 

 A value of zero indicates no relationship between the two variables being compared [8]. 

Step 8: Transform isFraud column to “No Fraud” or “Fraud” values for better analysis of the test dataset: - 

 

Step 9: Transforming categorical features (type field) into numerical values since data can be analyzed in 
numerical format: - 

 

Online Payments Fraud Detection Model proposed by the researcher 

Now we go ahead to split our testing data into training and testing data sets which would identify transactions as 
‘fraud’ or ‘not fraud’ based on the developed model. 
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Going further we would train the online payments fraud detection model as shown below 

 

It is clear that the model score achieved is 99.93% success rate which is a great model performance. 

Finally, we go ahead to evaluate the success rate of the proposed model by replacing the variables with data in 
order to classify any transaction as “Fraud” or “Not Fraud” 

 

Henceforth the proposed model is verified as successful based on the data analysis with the help of machine 
learning model proposed by the researcher. 

V. CONCLUSION AND FUTURE WORK 
In this research paper, a unique research model has been proposed and verified using historical statistical data & 
Python language. We have talked about various scenarios of fraudulent actions online in the introduction section 
discovered the whole process of fraud detection using Python and machine learning. The basic feature of this 
model is to classify the given dataset transactions as a fraudulent or genuine transaction. With the given dataset, 
this model has proved to result in better forecasting. The dataset is preprocessed along with the feature selections, 
the data is then sent to classification through Python interface into various factors before letting it to final 
processed information. The final output is to obtain the transactions as true or fraudulent. This model can be then 
tested and trained with the larger data volume in future, so as to get more precise and accurate results. The model 
can also be upgraded to test dynamic data in future for more advanced research. As the next step in this research 
program, the focus will be upon the implementation of a ‘suspicious’ scorecard on a real data-set and its 
evaluation. The main tasks will be to build scoring models to predict fraudulent behavior, taking into account the 
fields of behavior that relate to the different types of credit card fraud identified in this paper, and to evaluate the 
associated ethical implications. The plan is to take one of the European countries, probably Germany, and then to 
extend the research to other EU countries [9]. 

APPENDIX 
https://github.com/shindenikhil659/Online-Payments-Fraud-Detection-with-Machine-Learning 
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