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ABSTRACT 
The present study aimed to compare the group method of data handling type artificial neural network (GMDH-

type ANN) model and autoregressive integrated moving average (ARIMA) models, for the future prediction of 

India’s age-specific fertility rate (ASFR) age group 25-29. In this study, time series data concerning the ASFR 

age group 25-29 was collected from the period 1995–96 to 2019–2020. The mean square error (MSE), root mean 

square error (RMSE) mean absolute error (MAE), mean absolute percentage error (MAPE), scatter index (SI), 

Akaike’s information criterion (AIC) and Bayesian information criterion (BIC):  have been used to compare the 

performance of various considered models. The GMDH-type ANN model is superior to another conventional 

statistical model i.e. ARIMA models. Thus, the GMDH-type ANN model was used for the prediction of the ASFR 

age group 25-29 over the next 20 years. The government will use the information regarding the prediction of 

ASFR age group 25-29 to allocate incoming resources and plan for children's care. 
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1. INTRODUCTION 
India's fertility rate has significantly declined, reaching replacement levels in 18 of its 29 states [8]. This reduction 

has been driven by a variety of factors, with marriage, contraception, and abortion playing key roles [21]. The 

decline in fertility has had both positive and negative effects, including a reduction in maternal mortality and a 

shift in the population pyramid [16]. However, there is still a need for improvements in sexual and reproductive 

health services, particularly in terms of access and quality. Despite these challenges, there is potential for 

significant economic returns from family planning investments, particularly if the fertility rate can be further 

reduced [6]. 

[3] uses statistical analysis to examine the patterns in birth rates in India, offering valuable information about the 

efficacy of government initiatives related to family planning. [17] examines the demographic transition in India 

and the difficulties arising from its increasing population size and ongoing increased fertility and death rates. 

These variables might have had an impact on the birth rate in the year 2020. [9] found that an ARIMA (5,1,1) 

model had the highest accuracy in forecasting the decrease in birth rates in Tamil Nadu. 

According to [4] the primary measure of fertility is the GFR. It is determined by dividing the total number of live 

births in a specific geographic area (such as a nation, state, or county) by the female population aged 15-49 

(usually estimated for a mid-year). The resulting fraction is then multiplied by 1000. The GFR is often used as a 

measure of overall fertility because it represents the population with the greatest risk of giving birth. It is often 

based on freely available data that includes both the numerator and denominator, covering a large age range that 

includes most of the female reproductive years. This makes it a widely used and reliable measure of fertility [15]. 

The GFR in India is 67, with an urban GFR of 53.7 and a rural GFR of 73.7, as per the latest data report from 

2020. 

Several researchers considered using ARIMA models for the future prediction of fertility rates. [18, 22, 23, 24]. 

ARIMA models are not appropriate for long-term future prediction of non-linear data such as ASFR age group 
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25-29 when using the GMDH-type ANN model. The GMDH-type ANN model has been applied in various fields, 

demonstrating its versatility and effectiveness. introduced a dynamic GMDH-type ANN model for system 

identification, while [19] proposed a hybrid GMDH and Box-Jenkins model for time series forecasting, with the 

GMDH model outperforming other methods. [10] further enhanced the GMDH-type ANN model by 

incorporating evolutionary algorithms, improving performance. These studies collectively underscore the 

potential and practicality of the GMDH-type ANN model in various domains. A comparative study was 

conducted by researchers to evaluate the GMDH-type ANN technique in comparison to ARIMA and Holt's 

techniques [1, 13]. The researchers determined that the GMDH-type ANN technique has greater prediction 

capabilities compared to other models. 

This study aims that make future predictions of ASFR age group 25-29 for India using the GMDH-type ANN 

model and this model has recently garnered significant interest and finds extensive applicability in many real-

world problems. 

2. MATERIALS AND METHODS 
The data for the period 1995 to 2020 were collected from the source ‘‘indiastat.com”, MS-Excel, R, and GMDH-

type ANN shell Software were used for the data analysis. 

2.1 Autoregressive Integrated Moving Average (ARIMA) 
The ARIMA models, created by [5] are a classic econometric technique for time series forecasting. The 

autoregressive moving average (ARMA) model is modified by the ARIMA. An ARMA model expressed the 

conditional average of  as a function of both previous observations , and previous 

innovations,  The number of previous observations that depends on, p, is the AR degree. The 

number of previous innovations that depends q, is the MA degree. In general, these methodologies are denoted 

by ARMA (p, q). The form of the ARMA (p, q) approach is 

…                   (1) 

where α is a constant term, autoregressive (AR) coefficients, φ1 moving average (MA) coefficients, 

, AR lags corresponding to non-zero,  MA lags corresponding to nonzero, MA 

coefficients, and degree of differencing D, if D has value 0 which means no integration.   

where B is the backward shift operator, an estimate of the ARIMA model. 

The ARIMA methodology, developed by Box and Jenkins in 1970, is used to determine a class of linear time 

series models. The Box-Jenkins approach's linearity restriction has been solved by statisticians in many different 

kinds of methods, and in addition to nonlinear time series models, robust versions of several ARIMA models have 

been developed [12]. In this work, forecasting and fitting were done using a box-Jenkins' ARIMA model 

technique. 
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Figure 1. Structure of the Box-Jenkins methodology 

2.2 Group Method of Data Handling Type Artificial Neural Network (GMDH-type ANN) 
The GMDH method was first used by [7] to look at complex structures made up of a set of data with multiple 

inputs and a single output. For the GMDH network, the main goal is to create a feed-forward network function 

using a second-degree transfer function. The GMDH method naturally picks the best model structure based on the 

input factors, hidden layer neurons, and layer count. 

+        (2) 

where x represents the input variable, represents coefficients, y represents the output variable and m represents 

the number of observations of input variable. Figure 2 shows the process of developing the GMDH-type ANN 

model. 



ISSN: 2752-3829  Vol. 3 No.2, (December, 2023)  

 

Stochastic Modelling and Computational Sciences 
 

 

Copyrights @ Roman Science Publications Ins.                                    Stochastic Modelling and Computational Sciences   

  

 

 1491 
 

 
Figure 2. GMDH- type ANN model development process 

2.3 Prediction Accuracy Measures 
Model selection criteria are the standards by which a model's performance for the data being studied is evaluated 

to ascertain if a consistent pattern in the models' performances is present [2, 11, 20].  The accuracy measures used 

to determine and validate the results of various ARIMA models for predicting ASFR age group 25-29 in India 

include, root mean square error (RMSE), mean absolute error (MAE), Akaike’s information criterion (AIC) and 

Bayesian information criterion (BIC). In the case of the GMDH-type ANN model, accuracy measures such as 

mean square error (MSE), RMSE, MAE, mean absolute percentage error (MAPE), and Scatter index (SI). The SI 

is a normalized measure of error, frequently presented as a percent. Lower values of the SI are an indication of 

superior model performance [14]. 
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AIC =  

BIC =  

Where 

N= is the number of observations 

= Predicted value of y 

The actual value of y 

 = Mean of actual value of y 

K = The number for the parameters in the model 

L = the likelihood function 

3. RESULTS AND DISCUSSION 

  
Figure 3. Graphical presentation of ASFR age group 25-29 of India (1995-2020) 

Figure 3. shows the declining trend and the non-stationarity of the given period for ASFR age group 25-29 of 

India (1995-2020). 
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Figure 4. ACF and PACF at the Lag= 14 for ASFR age group 25-29 of India (1995-2020) 

 

Plots for ACF and PACF are shown in Figure 4 accordingly. The autocorrelation values show a progressive 

decline from the initial second-order autocorrelation coefficient to the final value. The table shows that the 

Augmented Dickey-Fuller (ADF) test confirmed the acceptance of the Null hypothesis, indicating that the ASFR 

age group 25-29 of India (1995-2020) follows non-stationarity. 

Differencing the data series of ASFR age group 25-29 to reach the stationarity: 
The Box-Jenkins method requires time series data that is stationary. A correlogram graphic is used to assess the 

stationarity of time series data. The stationarity of the data's time series was evaluated. If stationarity is not 

attained, the differencing method is used to eliminate variations in the series, resulting in a consistent mean 

and variance throughout time. 

 
Figure 5. Plot the first difference of the time series data for ASFR age group 25-29. 

The figure 5 shows that the ASFR data is given first-order differencing to create non-stationarity. A transferred 

series after second-order differencing is shown in Figure 6. The second-order differencing to the ASFR age group 

25-29 data to make stationarity, and the ACF and PACF plots after second-order differencing are shown in Figure 

7 respectively. 
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Figure 6. Plot the second difference of the time series data for ASFR age group 25-29. 

 
Figure 7. ACF and PACF plots for the second differencing of the ASFR age group 25-29 series. 

The ADF test provides a test statistic and a p-value as outcomes. The test statistic is compared against critical 

values at significance levels, typically set at 5%. If the p-value is below the significance level, you can reject the 

null hypothesis and determine that the time series is stationary. When the p-value is above the significance level, 

you accept the null hypothesis and conclude that the time series has a unit root. 

Table 1. ADF to check the stationarity of ASFR age group 25-29 of India 

Parameters Time series data 1st 

order differencing 

2nd 

order differencing 

ADF -Test statistic -2.2232 -3.0025 -7.0380 

Lag order 2 2 2 

p-value 0.4874(NS) 0.1905(NS) 0.01(S) 

Level of Significance 0.05 0.05 0.05 

Note: Significant (S): p-value <0.005, Non- significant (NS): p-value >0.005 
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Table 1 shows that stationarity is generated by the 2nd-order differentiated data in ASFR age group 25-29 at a 

significance level of 5%. The alternative hypothesis is accepted when the p-value is less than 0.05. 

The ARIMA models' accuracy is determined by four measures: RMSE, MAE, AIC and BIC values are used to 

choose the most suitable model for the transformed data. 

Table 2. ARIMA Model selection criterion for ASFR age group 25-29 

Models RMSE MAE AIC BIC 

ARIMA (1,1,1) 4.3670 2.7847 152.01 155.66 

ARIMA (1,1,2) 4.2462 3.0012 152.67 157.54 

ARIMA (1,1,3) 4.0563 2.8358 152.97 159.06 

ARIMA (1,1,4) 3.4628 2.2777 151.39 158.70 

ARIMA (1,1,5) 3.4984 2.3423 152.85 161.38 

ARIMA (1,1,6) 3.4093 2.2682 154.83 164.57 

ARIMA (1,2,1) 4.5772 2.3996 151.90 155.42 

ARIMA (1,2,2) 4.2045 2.1822 149.90 154.61 

The ARIMA (1,2,2) model is the most suitable for the second-order differenced data of the ASFR age group 25-

29 in India, as seen in Table 2. The top-performing model in this study, ARIMA (1,2,2), was selected by 

evaluating measures like RMSE, MAE, AIC and BIC where it showed the lowest values compared to all other 

models. The ARIMA (1,2,2) model follows a normal distribution with a mean of 0 and a variance of 1. 

 
Figure 8. Residuals plot in ARIMA (1,2,2) model for ASFR age group 25-29 

Figure 8, from the ARIMA (1,2,2) model for India's ASFR age group 25-29 that were statistically significant were 

included in the results of the study. A normality test was used to determine the normality of the residuals. 

Model Comparison 
The prediction's assessment of accuracy is a key issue when choosing Criteria. However, measures like RMSE, 

MAE, MAPE, and SI are used to measure prediction accuracy, displayed in Table 3. For the Indian ASFR age 

group of 25 to 29, the model with the lowest values of these measures provides an appropriate and consistent. 
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Table 3 Comparative performance metrics between the ARIMA (1,2,2) model and the GMDH-type ANN model 

for ASFR age group 25-29 in India 

Models ARIMA GMDH-type ANN 

Best parameters p = 1, d = 2, q = 2 Training set=80%, Testing set= 20% 

RMSE 4.2045 0.2129 

MAE 2.1822 0.1488 

MAPE 1.4041 0.0937 

SI 0.0260 0.0013 

As shown in Table 3 the SI value (0.0013) was the lowest for the GMDH-type ANN model as compared to the 

ARIMA (1,2,2) model. Further comparison between the GMDH-type ANN model and the ARIMA (1,2,2) model 

with RMSE, MAE, and MAPE indicated that the GMDH-type ANN model’s performance was better as all error 

measures depicted lower values (0.2129, 0.1488, and 0.0937). 

 
Figure 9. shows the Actual ASFR age group 25-29 and predicted ASFR age group 25-29 in India using two 

modeling techniques and data from 1995 to 2020. 

The ASFR age group of 25-29 has shown a regular decline from 1995 to 2020. The ARIMA and GMDH-NN 

models accurately predicted the post-rates for the ASFR age group 25-29 from 1995 to 2020, similar to the actual 

rates (figure 9). 
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Figure 10. The future prediction for 2021 to 2040 is the ARIMA and GMDH-type ANN models. 

Figure 10 clearly shows that the ARIMA and GMDH-type ANN models have significant differences in their 

ability to predict future outcomes from 2021 to 2040, based on sample data. The GMDH-type ANN model's 

future prediction is better than others, coming in at 78 (95% prediction interval 88.9524 - 68.9495) per 1000 live 

births by 2040. 

4. CONCLUSION 
The study shows that the GMDH-type ANN model performs better than the ARIMA (1,2,2) model in ASFR age 

group of 25-29 for accurate prediction in India, compared to other conventional ARIMA models. The GMDH-

type ANN model is particularly suitable for analysing non-linear or unpredictable distribution data, such as 

fertility rates. The government will use the future fertility rate to allocate incoming resources and plan for 

children's care. To improve the fertility rate in the nation, the Indian government has started the use of several 

kinds of contraceptive techniques. 
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