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ABSTRACT 
Pneumonia is a life-threatening thoracic disease caused by a bacterial infection in the lungs. A chest radiography 
is a common diagnostic test to perceive pneumonia. Generally, radiologists or skilled medical professionals 
locate and identify pneumonia clouds in CXR. Modern computer aided pneumonia diagnostic techniques uses 
deep learning architecture which allocates equal weightage to all extracted feature maps calculated after 
applying stacking of convolutional and pooling layer for the final result prediction. This mechanism is not 
effective as few feature maps can be redundant or irrelevant and may not contribute effectively in pneumonia 
classification. Hence in this research squeeze and excitation network is used over VGG16 base model’s extracted 
feature maps to calibrate them by assigning the appropriate weights based on its effectiveness in pneumonia 
disease prediction. The suitable preprocessing and augmentation techniques are selected before extracting the 
global and local statistical object detection features through careful enhancement in both architecture and 
training strategies. This deep model's effectiveness and robustness are examined, and its performance is 
quantitatively assessed by comparison with cutting-edge methods like vanilla VGG16, EfficientNetB7, 
MobileNetV2, XceptionNet with freezing and unfreezing VGG16 base layers using pertinent evaluation metrics 
over readily available baseline datasets for kermany pneumonia. The squeeze and excitation integration with 
VGG16 architecture exhibited a high accuracy of 96.69% in classifying pneumonia from thoracic images. 
Radiologist, Sun Lab Diagnostic, Virar, and Cardinal Gracious Memorial Hospital, Vasai, assist the clinical 
execution and validation of this research findings. 

Keywords: deep learning, pneumonia, CXR, chest X-Ray diagnosis, Squeeze and Excitation (SE), convolutional 
neural network 

1. INTRODUCTION 
A frequent respiratory infection affecting both adults and children is pneumonia [1]. It is triggered by bacteria or 
viruses and attacks small balloon-shaped sacs at bronchioles ending in the pulmonary alveoli. Lung opacities, 
which appear more opaque on CXR, indicate that the lung tissue is likely not healthy [5]. Pneumonia is the most 
common cause of mortality and morbidity worldwide [21] [37] [53]. Figure 1 shows healthy and pneumonia 
infectious lung images. 
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Fig. 1: Type of pneumonia diseases [27] 

Pneumonia disease diagnosis is possible through different medical screening such as lung ultrasound [11] [14], 
computerized tomography (CT) [39] [51], volume sweep imaging [46] [47], magnetic resonance imaging (MRI) 
[49-50] and Chest X-Rays (CXR) are one of many possible medical imaging modalities used in screens for the 
diagnosis of pneumonia. Due to its quick imaging time, minimal radiation exposure, and low cost, chest X-rays 
are a prominent imaging modality in the diagnosis of thoracic anomalies in clinical settings [11-12]. There are 
challenges in computer aided pneumonia diagnostic [14] such as the imbalanced dataset, limited quality of chest 
radiograph processing, overlapped patterns of opacities, presence of strong edges at the clavicle rib cage, too 
small costophrenic angle different types of feature statistics used for segmentation and identification [22] [28]. 

Accurate disease prediction requires suitable annotated, preprocessed, augmented, normalized images for 
segmentation [28] [34] and classification. An efficient second opinion providing assistive methodology is much 
needed for precise detection of pulmonary pneumonia infection through careful enhancement in both architecture 
and training strategies using deep learning. This study can help in standardization in patients’ care through timely 
diagnosis, reducing human biased error, as well as enhancing the current computer aided diagnostic system. 

2. LITERATURE SURVEY 
Machine learning models [44] [52] [54] detect pneumonia and non-pneumonia patients using CXR images, with 
deep learning techniques [18] [20] [25] [[32] improving classification accuracy by changing convolutional layers 
and transfer learning for pneumonia diagnosis. 

Jianpeng Zhang suggested CAAD- confidence aware anomaly discovery model, which includes a shared pattern 
extractor, an anomaly discovery module for detecting anomaly i.e. viral pneumonia which was major cause of 
COVID-19 attains a sensitivity of 71.70 percent and an AUC of 83.61 percent. The degree of abnormalities in a 
specific image is described by a confidence prediction network ranging from very proven positive to verified 
negative cases. 

Amal H. Alharbi et. al. [55] proposed two Box-ENet prototypes and pretrained models are compared for 
pneumonia recognition from segmented X-rays. Results show segmented pulmonary X-ray classification is more 
reliable with 97.40% accuracy. Tatiana Gabruseva proposal a simple, effective algorithm for localizing lung 
opacities using RetinaNet, Se-ResNext101 encoders, and ImageNet dataset, achieving optimal threshold for the 
NMS- non-maximum suppression algorithm achieved 0.23908 mAP on the private custom test dataset [56]. 

The ensemble method trained seven CNN (Xception, ResNet-50, Inception-V3, VGG-16, VGG-19, MobileNet, 
and SqueezeNet) models on the ImageNet dataset, with the ensemble approach was chosen for three effective 
models. The technique had a fantastic AUC of 95.21 and sensitivity of 97.76. , and multi class classification 
accuracy of 90.71 in chest X-ray images suggested by Ayan et. al. [57]. 

Table 1 shows literature survey of existing pneumonia diagnostic method using image processing based feature 
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analysis with and without segmentation [42] [48], machine learning based feature extraction with and without 
segmentation techniques, Deep learning and transfer learning techniques with and without segmentation [36] [41] 
[43]. Table highlights dataset used with count of radiological images, evaluation parameters to analyse the 
classification performance, obtained results and the associated scope for further studies and expansion. Different 
method has its own limitations and advantage it is clearly seen that over the evolution of deep learning and 
machine learning techniques the prediction results have got improved. 

3. PROPOSED ARCHITECTURE 
The general architecture of Chest X-Ray interpretation is through the following stages shown in Figure 2, where 
data collection, image pre-processing, data augmentation, pretrained model image embedding extraction, attention 
mechanism, encoded features and disease classification based on observations made and conclusions are drawn. 

 
Fig. 2: Deep architecture in detection of pneumonia disease using Chest X-Ray images 

Over the advancement in machine and deep learning techniques, the main phases of feature learning and disease 
prediction gets replaced by deep neural networks like convolutional neural network architecture takes a chest 
radiogram as input and extracts its meaningful features which are then weigh it based on squeeze and excitation 
block. 

3.1. Dataset 
Kaggle CXR pneumonia images dataset, is a licensed standard publicly available dataset for disease classification. 
Dataset comprises 5,863 CXR images in JPEG format under 2 categories. The pneumonia chest X-ray represents 
regions of aberrant opacification in the lungs and healthy chest X-Ray indicates clear lung in the image. 
Pneumonia X-Ray images are further divided into Viral pneumonia displays a more widespread "interstitial" 
pattern in both lungs than bacterial pneumonia, which shows localized lobar consolidation. 

At Guangzhou Women and Children’s Medical Center, a posterior and anterior CXR images were collected over 
a period of time from cohorts of pediatric patients between the age group of one and five years. These chest X-ray 
images were removed as part of the regular clinical care for the patients. These collected chest x-ray images were 
analyzed before adding to the dataset. All unreadable or poor quality scans were removed during initial screening 
of chest radiograph for quality control. In the last phase, annotation and grading of diagnoses was performed on 
every radiograph by three experienced medical professionals before approval for training over AI systems. [40]. 
Ground truth labeling is done with the help of radiologists. Figure 10 highlights pneumonia dataset split based on 
training and testing samples distribution. 

3.2. Preprocessing 
Second stage of computer aided diagnosis is preprocessing publically available standard chest X-Ray datasets [3] 
[8]. Standard image preprocessing techniques viz. contrast enhancement, resizing and rescaling is applied to chest 
radiography. All chest X-Ray to produce a uniform quantification, collected photos are solely cropped. To 
provide the necessary input for deep architectures, all photos are scaled to 150*150 square pixels. Every single 
input image given to the encoder models will undergo these preprocessing operations. during training and 
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evaluation phases. The input dataset is divided into three portions for testing, training, and validation: 85:10:5. 
Preprocessing and normalization of images are vital for accurate disease detection. Following Augmentation 
techniques are followed in pneumonia disease diagnosis using X-Ray. 

 
Fig. 3: Analysis of dataset split for training and testing 

All chest X-Ray to produce a uniform quantification, collected photos are solely cropped. To provide the 
necessary input for deep architectures, all photos are scaled to 150*150 square pixels. Every single input image 
given to the encoder models will undergo these preprocessing operations. during training and evaluation phases. 

Table 1: Literature review of deep networks used for pneumonia disease detection. 
Techniques Study Methodology Datasets/ 

#images 

Results of 

Datasets 

Assessment 

measures 

Research Gap 

Image 
Progressing 
Based 
Pneumonia 
Disease 
Feature 
Detection 
 

Armato et al., 
1998 
 

Iterative global 
thresholding, 
Smoothing Method 

Custom/ 600 Subjective 
evaluation of 
accuracy Up to 
79.1% 

Need priori 
knowledge 
about overall 
lung 
morphology, 
Lack of 
Robustness to 
Noise and 
Variations. 

Li et al., 
2001 

Iterative contour-
smoothing algorithm, 
pattern categorization, 
and image feature 
analysis 

Custom/ 
40 

91% sensitivity 
95.2% accuracy 
96.5% 
specificity; 

False boundary 
points located 
on medial and 
diaphragm 
edges 

Iakovidis et 
al. , 
2008 

Salient control points 
for bezier 
interpolation 

Custom/ 
24 

94.3% 
specificity, 
95.3% 
sensitivity 

Shape prior 
information was 
not considered, 
Not able to 
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adapt to changes 
Van 
Ginneken et 
al. 2016 
 

SMOTE (Synthetic 
Minority Over-
sampling Technique) 

Custom/ 
230 

Right lung: 
0.929± 0.026 
Left lung: 
0.887 ± 0.114 

Lower 
sensitivity, 
missed context 
features 
extracted from 
patches 

Image 
processing 
with lung 
segmentation 

Cheng et al. 
1988 

Grey level histogram 
thresholding, 
 

Custom Accuracy Up to 
72% 

Existence of 
extraneous 
regions on both 
sides of the 
lungs 

Van Gin 
neken et 
al.,2006 

Pixel classification 
algorithms, 
deformable models, 
rule-based and hybrid 
techniques. 
 

Custom/ 
(230) 

Overlap scores 
right lung:0.929 
± 0.026 
Left lung: 0.887 
± 0.114; 

limitations of 
manual 
segmentations, 
difficulty in 
identifying 
fundamental 
differences 
between pixel 

Wang et al, 
2015 [17] 

Oriented Gaussian 
derivatives filter. 
Fuzzy C-Means 
(FCM) clustering and 
thresholding 
 

JSRT 
Custom/ 
(154) 

Accuracy, 
precision>90% 
over lap 
score=87% 

Single slice of 
CT images 
considered to 
measure the 
liver volume, 
lung field is not 
properly 
segmented on 
mobile 
radiography 

Machine 
Learning 
Methods 
 
 
 
 
 
 
 

Mcnittgray et 
al. ,2001 

Active Appearance 
Model 

Custom/ 
33 

Accuracy : 
LDA:70%, 
KNN:70%, NN: 
76%; 

Cannot be used 
for topology 
variation 

Vittitoe et al. 
,1998 

Markov random field 
modeling 

Custom/ 
198 

Specificity: 
0.972 ± 0.022; 
Sensitivity: 
0.907 ± 0.044 

Relatively slow 
convergence 
time 150 sec, 
atypical 
situations were 
not covered 
such as gassy 
stomachs and 
large lung 
regions, small 
size clique sets 

Shi et 
al.,2009 
 

Gaussian Kernel-
based FCM 

JSRT/ 52 Accuracy: 0.978 Results were 
preliminary 
without 
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validation 
Novikov et al. 
,2017 [35] 

Fully convolutional 
architectures 

JSRT/ 
52 

Jaccard 
coefficient, 
: 97.4%, 
Dice coefficient: 
95%; 

Difficult to 
determine which 
additional deep 
NN branches 
benefits and 
which adds 
complexity 

Dai et al., 
2017[7] 

Structure Correcting 
Adversarial Network 

JSRT, MC IoU: 94:7% ± 
0:4%, heart: 

Lung field with 
alike intensity 
and texture as 
outer boundary, 
leading 
convolution to 
fail in middle 
two column 

Tej et.al., 
Springer 
con, 2018 
[33] 

Multilayer 
Perceptron, Random 
Forest, Logistic 
Regression 

NIH 
ChestXray14 
dataset 

Acc: 95.63, 
Recall: 93.68, 
Precision: 97.57 

Missing 
statistical 
feature of the 
lungs airspace 

 

 

     

Table 1. 
Continued 

     

Techniques Study Methodology Datasets/ 

#images 
Results of 

Datasets 

Assessment 

measures 

Research Gap 

Deep 
learning 
networks 

Jaiswal et. al. 
Meas. J. 
Elsevier, 
2019. [13] 

Mask R-CNN RSNA 
pneumonia 
dataset 

MTV:0.098189, 
MS:0.100155 

Obtained 
weaker results 
on the training 
set with respect 
to the test while 
reducing 
overfitting 

Okeke et al, J. 
Health care 
Engg, 2019 
[30] 

DenseNet 512 Pediatric 
dataset 

Train 
Acc:0.9531 
Val Acc:0.9373 

demands 
enormous time, 
know-how, and 
resources 

T. Rahman et 
al MDPI, App 
Sci, 2020 [27] 

AlexNet, ResNet18, 
DenseNet201, 
SqueezeNet 

ChestX-
ray14 
PLCO 
dataset 

Recall: 99.0, 
Precision: 97.0, 
AUC: 98.0, 
Acc: 98.0 

Large degree of 
variability in the 
input images 
reduced 
performance 

V. Chouhan 
et al, App Sci, 
oct 2020 [4] 

AlexNet, 
DenseNet121, 
InceptionV3, 
resNet18, GoogLeNet 

Kermany 
dataset 

Accuracy:96.4% 
Recall: 99.62% 

Missing 
semantic 
segmentation 
with 
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explanations, 
overfitting 

Khalid et.al, 
arxiv, 2020 
[7] 

Resnet50 Chest X-
Ray, CT 
dataset 

Acc: 96.27, 
Recall: 94.92 
F1 Score: 96.67 

Lack of 
biomedical 
image 
segmentation 

Togacar et.al, 
Elsevier, 
IRBM, 2019 
[31] 

AlexNet, VGG-16 
and VGG-19(ML 
augmentation) 

Pneumonia 
dataset 

Acc: 9.41, 
Recall:99.61, 
Precision:99.22, 
F1Score:99.41 

Need of robust 
and consistent 
deep features 

Tatiana 
et.al. IEEE, 
CVF, 2020 
[8] 

RetinaNet 
SE-ResNext 101 

US National 
Institutes 
Health 
Clinical 
Center 

IoU: 0.25 Lazy Stable and 
robust model to 
detect 
occurrence of 
fuzzy white 
clouds in the 
lungs 

Deep 
Learning 
with Lung 
Segmentation 
Prediction 

Pranav 
Rajpurkar et 
al, 2017 [8] 

ChestNet ChestX-
ray14 
PLCO 
dataset 

AUC:0.74 to 
0.78 

Missing learning 
the correlations 
among disease 
image 

Khalid et. Al, 
2020 [19] 

DenseNet ChestX-
ray14 (2017) 
MIMIC-
CXR 

AUC:0.81 to 
0.82. 

Minor outliers 
and feature 
overlap between 
normal and 
pneumonia 

Yuan Xue et 
al, summers, 
2019 

Tie-Net[9] OpenI 
ChestX-
ray14 
Hand-labeled 

AUC:.87 to .96 
METEOR 0.10 
ROUGE-L 0.22 

Absence of 
multiple RNNs 
for feature 
attribute with 
correlation 

Arun Prakash 
et. al., 
Multimedia, 
2022 

DenseNet121[10] Hospital of 
China 
Medical 
University 

Accuracy 0.87 
precision 0.73 
F1 Score 0.66 

Exclusion of 
questionable 
reports 

Jianpeng 
Zhang et al, 
IEEE Trans. 
2020 [45] 

InvertedNet[2] JSRT dataset 
[6] 

Accuracy 0.87, 
AUC 0.87, 
F1Score 0.66, 
precision 0.73 

Loses 
information 
about specific 
locations trade-
off between 
depth and 
computational 
feasibility 

Areas Under Curve (AUC), 
Intersection over-union (IoU) 
Mean average precision (mAP), 
Mean threshold value(MTV), Mean score(MS) 
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The input dataset is divided into three portions for testing, training, and validation: 85:10:5. Preprocessing and 
normalization of images are vital for accurate disease detection. Following Augmentation techniques are followed 
in pneumonia disease diagnosis using X-Ray. 

3.3. AUGMENTATION 
Augmentation is a process of exaggeratedly growing the diversity of training data to enhance the performance and 
robustness of models trained on image data. The model generalizes better to different scenarios and increase its 
capacity to manage variations in the input data by transforming the original radiograph in numerous ways. 

Rotation: Rotating images by 300 angle to create new training examples to recognize objects or patterns in 
images, regardless of their orientation. 

Rescale: This scaling transformation involves resizing images by 1/255 factor as there are 256 gray levels present 
in original X-Ray image, to handle variations in object sizes and improve its performance on images with 
different scales. 

Shear Transformation: Shearing refers to a transformation that skews the image along one axis while keeping 
the other axis unchanged. In shear range augmentation, a shear transformation is applied within a specified range 
of 10 angles to create augmented versions of the CXR image. 

Zoom: Zoom augmentation is especially useful for training models to handle varying objects' distances from the 
camera or to improve their capacity to identify objects at different scales of 0.2 by welcoming deviations in object 
sizes and spatial relationships within the images. 

Horizontal flip augmentation: Horizontal flip augmentation helps models become more invariant to left-right 
orientation. As CXR are taken from front as well as from back scan both are used for screening pneumonia. 

Width/Height Shift: This technique involves shifting the pixels of an image along the width and/or height 
dimensions in 0.2 range to become more robust to changes in lung position within the image and enhances their 
ability to handle variations in object location. 

Fill Mode: This mode involves using the pixel value from the nearest non-empty pixel in the original image to fill 
the empty area. It helps maintain the original pixel values as much as possible while performing operations such 
as rotation, scaling, shifting, and other transformations that might leave parts of the image empty or uncovered. 

3.4. TRANSFER LEARNING 
Transfer learning leverages the acquaintance and educated features from a pre-trained model resulting in faster 
training and improved performance. Pretrained models usually consist of a feature extraction part i.e. bottom 
layers and a task-specific part i.e. top layers. VGG16 architecture which was built on objective of recognizing 
object shapes has excellent layerwise feature extraction vision mechanism. VGG16 is used in this research as a 
base model and been modified with replacing the top layers. These top layers are responsible for the final 
pneumonia-specific predictions. In this research, evaluation of model performance on pneumonia prediction is 
been conducted by freezing and releasing the weights of the base feature extraction layers during initial training. 
This means these layers will retain the learned features from the original task and won't be updated during training 
on the pneumonia prediction if freezes. This helps preserve the valuable features learned from the larger dataset. 
In deep neural network layers when there are different feature maps having different features extracted, it is quite 
obvious that few feature maps might be redundant or irrelevant which may not contribute effectively in 
pneumonia classification. Hence squeeze and excitation network is introduced in between layers which calibrates 
channels and assigns the appropriate weights to extracted feature maps based on its effectiveness in pneumonia 
disease prediction. Experimentation and understanding the nuances of the models and tasks are crucial for 
effective transfer learning. 
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3.5. Consolidation of Squeeze And Excitation (SE): 
SE- Squeeze and Excitation is a method for modelling channel interdependencies in convolutional neural 
networks (CNNs), enhancing their representational capability. It focuses on channel-wise feature recalibration, 
highlighting crucial channels while suppressing less valuable channel. The SE block consists of excitation and 
squeeze, with the squeeze procedure reducing input feature maps to a single channel. Global average pooling 
collects information about global locations, and the channel descriptor represents its relevance. For each channel c 
in the feature map: 

Squeeze Operation: Compute the global average pooling (GAP) across spatial dimensions (height and width) for 
each channel to obtain a channel-wise statistic as shown in Equation 1. 

                                     (1) 

z_c is the output value for channel c after global average pooling.  The feature map's height is denoted by 
H. The feature map's width is denoted by W.    represents the value of the pixel at position (i, j) in channel c 
of the feature map. FC layers identify connections and calculate channel-specific weighting coefficients, and input 
feature maps are given recalibration weights by multiplying each channel by the corresponding weight. This 
process enhances the network's discriminative power and performance in pneumonia classification. 

Excitation Operation: Transform the channel-wise statistic zc using two fully connected (FC) and non-linear 
activation function layers i.e. ReLU as shown in Equation 2. 

                                         (2) 

is the output of the first FC layer for channel c. W_1 and b_1 are the weights and bias of the first FC layer, 
respectively. σ is the activation function (typically ReLU). Apply another FC layer with a sigmoid activation 
function to obtain the recalibration weights as shown in Equation 3. 

     (3) 

Where   is the recalibration weight for channel c. W_2 and b_2 are the weights and bias of the second FC layer, 
respectively and σ is the sigmoid activation function. 

Recalibration: Apply the recalibration weights to the original feature map by element-wise multiplication as 
shown in Equation 4. 

                 (4) 

Where y_(i,j,c) is the recalibrated feature map value at position (i, j) in channel c. This recalibrated feature map y 
now has enhanced channel-wise representations, with each channel's importance adjusted based on its relevance 
to the task. This SE block can be incorporated into a CNN architecture to improve its performance in various 
computer vision tasks. 

Algorithm 1: Sequeeze and Excitation Pneumonia Prediction Block 

Input: Dim = (H, W, C) # H stands for height, W for breadth, and C for channels. 

x= Input radiograph/ feature maps 

Notations: w = recalibration weights Fig. 4. VGG16 incorporating Squeeze and Excitation Block with “frozen” 
and trainable layers 

r = intermediate reduction ratio r 

y = rescaled feature maps 

z = channel descriptor with dimensions (1, 1, C) 
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Fig. 4. VGG16 incorporating Squeeze and Excitation Block with “frozen” and trainable layers 

FC= Fully connected Layer 

Operation: 

1.     Input image tensors from VGG 16 block 

2.     Z(1,1,C)=Squeeze(x)           # Spatial dimension condensation 

3.     Z = GlobalAveragePool(x)# Find channel descriptor 

4.     Return z 

5.    Excitation (z)       #Models channel interdependencies 

6.    Fc1= FC (z, x/r)      #Channel wise Recalibration 

7.    Fc1=relu(W1 *fc1) 

8.    Fc2 = FC(z, x) 

9.    W = σ(W2 * fc2)    #Excitation Weights 

10.  Y = w * x      # Scale and rescaling: 

11.  Output: Return y 

The Squeeze-and-Excitation block takes a tensor as input as shown in Algorithm 1, applies fully connected layers 
with a reduction ratio, squeezes the operation global average pooling, and calculates the excitation weights using 
the sigmoid activation function. The excitation weights are then used to scale and rescale the input tensor. 

The full deep network function has fully linked layers, convolutional layers, squeeze-and-excitation blocks, and 
an output layer. The architecture is made to take advantage of the SE mechanism to boost efficiency and provide 
better feature representation. 

The Squeeze-and-Excitation (SE) technique enhances the representation strength of Convolutional Neural 
Networks by modeling channel interdependencies. It emphasizes channel-wise recalibration of weights, 
prioritizing educational channels and enabling adaptive feature recalibration. SE can be easily integrated into 
current best performing VGG16 architectures with minimal processing work, simplifying usage. Its inclusion 
improves performance in applications like semantic segmentation, object detection, and computer vision tasks. By 
modeling channel interdependencies, SE enhances discriminative information capture, accuracy, and 
generalization skills in pneumonia prediction. 
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Fig. 4: VGG16 incorporating Squeeze and Excitation Block with “frozen” and trainable layers 

4. RESULT AND DISCUSSION 
The performance evaluation metrics like accuracy and loss during training and validation will be used for 
assessing proposed models. The severity of disease can be measured through opacification spread. The deep 
network parameters used for model training during preprocessing, augmentation, callback and fine tuning are as 
shown in Table 2. 

Table 2: Proposed Squeeze and Excitation for VGG16 feature map calibration 
over network parameter fine tuning. 

 Parameter Description 

Data Augmentation 

Parameters 

Rescale 1/255 
Rotation Range 30 

Shear Range 10 
Zoom Range 0.2 

Horizontal Flip True 
Width Shift Range 0.2 
Height Shift Range 0.2 

Fill_mode nearest 
Callback  

Parameters 

 

Check logs On epoch end 
Callback Condition val_binary_accuracy>=0.98 

Action Stop training 
Training Parameters 

 
steps_per_epoch 20 

epochs 100 
batch_size 16 
Image size 150*150 

Learning Rate 
schedule 

Exponential Decay 

Fine Tuning 

Parameters 
Initial Learning Rate 1e-5 

Decay_steps 100000 
Decay_rate 0.96 
Optimizers. RMSprop 

Loss Binary crossentropy 
Metrics Binary Accuracy 
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VGG16 
VGG16 is a simple and detailed feature-based network for identifying pneumonia in chest X-Rays. Additional 
layers of batch normalisation are needed to increase the accuracy value in the detection of pneumonia. A 
connected dense layer for image classification are added on utilising two output neurons to divide the image into 
lung-infected or healthy categories. During training, it achieves 92.95% accuracy and 95% validation accuracy 
with a 0.16% loss. VGG16 model performance is as shown in Figure 4. 

 
Fig. 4: Model Accuracy and Model Loss during training and validation using VGG 16 deep architecture for 

pneumonia disease detection using ImageNet. 

Integrating Freeze VGG16 base model with Squeeze and Excitation Network 
Squeeze and Excitation based disease categorization module output labels for a given input chest X-ray image 
include pneumonia or healthy. This module predicts chest X-ray classification and acts independently, calculating 
accuracy in percentage and loss Score to evaluate and measure the diagnostic performance using a single 
weighting function at the end, giving importance to individual features. This empowers the classification module 
to autonomously resolve the information significance from each image patch in thoracic image. 

 
Fig. 5: VGG16 integration with SeNet over freeze feature extraction layers 

Figure 5 shows that the performance of squeeze and excitation model built in integration with VGG16 with 
freezing the base feature extraction layers. Graph of epoch on x-axis verses accuracy score on y-axis clearly 
shows that the prediction performance for training the model was low in the initial epoch was increased slowly 
over increase in iterations. Similarly training loss of model was initially high slowly it went on decreasing as 
model was reaching convergence over increase in epochs. Validation performance of model is comparatively 
volatile but it also improved over higher epochs as shown in Figure 6. 
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Fig. 6: Training and validation performance comparison of proposed transfer fusion model VGG16 integration 

with SeNet over freeze feature extraction layers 

Improved VGG16 base model with adaptive Squeeze and Excitation Network 
Performance of enhanced model having VGG16 pretrained architecture with unfreezing feature extraction base 
model loaded with additional Global average pooling and three dense layers of sizes 128, 64 with relu activation 
function and last one neuron at the output layer with sigmoid activation function. In order to avoid overfitting 
callback is set to validation performance at 98%, which indicates that model training will stop if validation 
accuracy reaches above set frequency. This updated model as shown in Figure 2 has higher evaluation 
performance compared to proposed base model as it has not retained the learned features from the original task 
but updated during training on the new task. Also additional layers help in layerwise feature building with more 
stable training performance and bit volatile validation evaluation performance as shown in Figure 7. 

 
Fig. 7: VGG16 integration with SeNet over freeze feature extraction layers 

Table 2 shows performance evaluation of proposed Squeeze and Excitation integration with VGG16 with state of 
art deep models such as EfficientNetB7, MobileNetV2, XceptionNet and VGG16. Table highlights that out of 
these transfer learning model VGG16 is the comparatively stable model which has better training as well as 
validation accuracy and needs moderate computational time. Hence VGG16 model is been selected as base model 
for feature extraction for further adaptive feature recalibration analysis. The proposed method gives better training 
accuracy but lower validation performance and model is updated with adaptive feature analysis layers which has 
global average pooling and additional dense layer at the end of the model which shows improvement in result 
with lesser training and validation loss. As more adaptive calibration, squeezing of layers and then integration 
with scaled feature maps brings additional burden results in more computational time. Proposed Updated SENet 
exhibits 96.69% Training accuracy and  09.89% Training Loss as compared to without freezing VGG16 weights 
Proposed considered SENet with VGG16 shows 94.16% Accuracy and 14.74 % Loss during training. In all 
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Proposed updatedVGG16 consolidation with SENet overperformes all existing techniques for pneumonia disease 
classification. 

Figure 8 represents the intermediate layers extracted feature visualization. It clearly highlights that the feature 
extracted from block1 of first layer of convolutional block after pooling has very abstract representation of 
features. The preceeding layers are showing higher clear formation of lung region and feature detailing 

Table 2: Performance evaluation of proposed deep model with state-of-art deep neural models 
Deep Network Train_

Acc 

Train_

Loss 

Val_

Loss 

Val_

Acc 

Time/ 

Epoch 

Precision Recall F1-

Score 

EfficientNetB7 51.32 56.24 95.99 51.56 115.75 47.78 48.24 42.59 
MobileNetV2 96.75 10.34 27.85 86.53 222.92 91.65 92.82 92.23 
XceptionNet 93.89 27.09 45.58 87.50 735.57 85.51 93.85 89.49 
VGG16 92.95 09.32 16.39 95.31 164.71 91.59 97.69 94.54 
Proposed SENet 94.16 14.74 58.37 79.62 814.57 92.10 93.24 93.13 
Proposed Updated 

SENet 

96.69 09.89 29.84 94.31 813.51 95.51 96.23 95.17 

Train_Acc  Training Accuracy 
Train_Loss  Training Loss 
Val_ Loss  Validation Loss 
Val_Acc  Validation Accuracy 

   

 
Fig. 8: Layer wise feature extraction visualization 
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5. CONCLUSION 
Basic and improved squeeze and excitation block is integrated on the top of pretrained VGG16 model for 
calibration of extracted feature map by freezing and unfreezing base model learned weights to assign dynamic 
weights to feature maps contributing differently in pneumonia classification.. Squeeze and excitation network 
calibrates feature maps extracted from VGG16 model and assigns the appropriate weights to extracted feature 
maps based on its effectiveness in pneumonia disease prediction. It was observed that Squeeze and excitation 
block over unfreezing VGG16 base model with additional global average pooling and top 3 dense layers have a 
privilege to update the base model parameter weights shows higher performance accuracy compared to freeze 
parameter weights. Proposed updated SeNet model shows accuracy of 96.69% and loss of 09.89%. 

As chest radiograph is an input to pneumonia detection model which is black and white in nature has no color 
channels information hence evaluation performance upgrades to limited range. Hence this research can be 
attractively extended to colorful image dataset in multiple research areas. 
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