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ABSTRACT

In current times, the pandemic situation of covid-19 has made the stock market more volatile. Even though people
should not stop the research and prediction on the stock market. With the help of recent Machine learning
technologies, the stock market data analysis is completely reliable and efficient. The Machine learning model
provides the opportunity for traders to choose more profitable stocks. The proposed work focus to improve the
prediction stock market by the network model based on SVM. The forecasting technique is analyzed with SVM
kernel models like RBF, Polynomial, and Linear. Even though the analysis of various kernel models of SVM, the
model works the best when the RBF kernel model is used and shows the best accuracy and prediction of stock
price.

Index Terms- Prediction, Classification, Regression, Optimization, Propagation, Volatile.

I. INTRODUCTION

A Financial market gives a better way of investment of financial resources in the stock market leads to buying and
selling the values confidentially. At presently trading our financial resources in an organized structure provides
great opening with high profit. The financial market can be categorized by financial claim and dept. instrument.
The financial claim can trade in the stock market either a fixed amount or a residual amount. The debt instrument
is one of the financial assets which can trade as a debt market. Financial assets are treated as equity instruments.
An equity claim sanction for the investors to receive the fixed amount for their preferred stock. In the fixed
income market permits the classification of the debt instruments and preferred stock. The common stock market
does not include preferred stock. A financial market is two types based on maturity claim as money market and
capital market. Short-term debt instrument in a financial market is referred to as money market whereas long-
term instruments are called the capital market. According to the maturity level, markets are classified as short
term and long term. If the maturity level is less than one year, it’s called short term and they are belong to the
Money market. If the maturity level is more than one year, it’s called long-term and they are belong to the Capital
market. Equity instruments are classified into part of the capital market. They have no maturity date. Nowadays
Machine learning techniques have more popular for time series analysis and stock market prediction. Nowadays,
most traders choose an intelligent trading system to help predict prices. Stock- related data are very much huge, so
machine learning algorithms are used to predict stock values.

This study proposed various SVM kernel models to predict stock market behaviour and related works also
analysed various stock market prediction models. In this paper, various SVM kernel model was trained on NSE
data and at last the result shows that SVM-RBF kernel gives a better result.

II. RELATED WORK

In [1] author has used FFNN and ARIMA model to analyze the performance of the stock over 35 Bangladeshi
stocks and find that the ARIMA model gives Maximum prediction accuracy and FFNN show that the best
algorithm in forecasting stock index and his study return that FFNN gives Maximum accuracy in the out of 35
stocks. Sayavong et al.[2] has also used the CNN model on Thai stock market and found the best prediction for 3
stocks such as BBL, CAPLL and PTT. The results indicate that the CNN model can actively identify the
changing trend of stock price. Zixuan[3] forecasts SVM kernel models to realize the accurate stock prediction and
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results show that RBF-SVM gives 65.64% accuracy, PCA-SVM gives 62.17% accuracy, GA-SVM gives 64.67%.
Fang Liu[4] find the combination of LSTM and attention model applied on cluster stocks and the results show
that LSTM model shows 90% accuracy in the stock price prediction while the combination of LSTM-attention
model shows 91% accuracy in the same stock price. Rajni Nikhil and Nitin[5] have used Decision Tree Regressor
model, Random forest Regressor and Support vector regressor model. They find the common attributes such as
date of stock, open prices of the stock, etc., along with Covid-19 features such as New cases, Cumulative Cases,
New death, Cumulative death of the day, and the results show that all model performs well when the Covid-19
features were included. Hemil N.Shah[6] has used the Levenberg Maruardt method on stock price which is part
of the Neural Network model. It gives not only perfect accuracy and also takes less time and less memory usage.
Sahil Vazirani and Abhishek et al[7] has used linear regression append with another linear regression model on
the stock data and the result shows that minimal error was occurred and performed more efficiently, accurately
than stand-alone model such as KNN, SVM. Gourav Bathla[8] has proposed an LSTM model on the stock price
and gets better accuracy than SVR Model.

III. METHODOLOGY

A. SVM-Linear

SVM's purpose is to fragments the datapoints into two different classes by the separation of hyperplane. The
values close of its are referred as support vectors. The plane which is divided the data points as different classes
while the margin is the gap between the data points between two different classes. Here choosing the appropriate
hyperplane it represents an efficient way of data separation. It can be used to connect any two observations as a
dot product. The linear kernel gives faster results than the kernel functions which is best suited for text
classifications. The linear kernel formula, whereas the product of value is r & # ,is the summation of each input
values are shown in the formula.

k{r,n:l = sumir x ""t:]

B. SVM-Polynomial
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Fig 1. Linear separable data

The usage of polynomial kernel in SVM provides efficient transformation form linear inseparable data points in to
discrete one. The technique of kernel promotes the input dimensional value from lower to higher space for
optimized separation. By adding more dimensions to non-separable issues, the kernel transforms them into
separable problems, thus it improves the accuracy and speed and reliability. The polynomial kernel springs key
way for scatter and jumbled datapoint to desired format. It's a more generalized linear kernel that can distinguish
between curved and nonlinear input spaces, the formula for polynomial kernel, whereas degree is denoted by
tk(R,R,) =1+ Sum(R,R) At
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Fig 2. Polynomial SVM

C. SVM-Radial Basis Function

The usage of RBF kernel promotes good results for large number of data points which are unspecified values with
greater accuracy. For Radial Basis Function is most suited for if the data points are either inseparable or non-
linear. According to the gamma value, the model reaches its boundaries of anticipated one where the lower value
indicates lower accuracy like linear model results, higher value of gamma represents overfitting and no regulation,
intermediate gamma values give the optimized result accuracy. The misclassification is controlled by the
regularization parameter which gives tolerance and robustness. The model which is best suited for if there is no
need for prior knowledge data points, the formula is

Klr,v) = exp (—gamma = sum (r —ri, 2))

The value of Gamma range between the value of 0 to 1, whereas its default value is 0,1 is the excellent starting
point.
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Fig 3. SVM-RBF

IV. STOCK PRICE PREDICTION BASED ON SVM

At first, Raw data is collected, then by using data preprocessing method unwanted, missed data are cleaned. Now
the Data are divided into two categories. One set of data is going to train the model and another part of data are
given to test the model. At the last, by using performance measure. The result will be predicted.
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Fig 4. Flow chart of proposed methodology

A. Stock price prediction based on SVM: Data set establishment
In this paper, the experimental data which is taken from the NSE India website. TataElsxi, MindTree consider as
a dataset. The dataset have 20 rows and 8 columns. A single day represented by a single row. The Experimental

data for TataElxsi are:

Table 1: Experimental data for TataElxsi

Crater
03-01-22
Od-01- 23
05-01-22
06 01. 22
07-01-23
10-01- 22
1i-03-22
12-01-22
13.01. 22
14-01.22
17-01-22
18-01.22
19-01-22
20-001-22
21-01.23
24-01-22
25.01.22
27-00-22
28-01- 22
31-01.22

Dpan
Sy
S50
000
SR73
R0

SEA10S
&OL0
SaTA 05
Bl41
&1l
6350
&R0
654795
OS5
TSI
Frae
TORS
Tk
hoan.a
7433.7

The Experimental data for Mind Tree are:

High
548175
SOAN, 5
GO
5401.75
53R, AS
GOH
B042.9
G167
650
[T
650515
BEZLE
T
7525
FEO0
7495
7280
T
Fain
7777

L Clasa
S868 589365
SEOS.05 507775

famd 8% RAG3A
SADG  SAY3.ES
STR2  5799.55
5800 589295
5025 SA3R.75
5950 61141
Bl37 60175
&233 6312
6345 6981
&30l B3A76.3
6iEld4 607725
JOIF3 733045
F0I% 73007
[ F040.7
&340 71792
a0 697415

ToR0s 718315
73Te T Te07.35

Ad) Cleia Vealumea

SRA1.65
775
596358
EBTR5G
570055
S952.495
EO3R.TE
6114.1
6401, T
6312
X081
6376.3
67725
Fa30a%
T200.7
0407
1792
607415
718315
T607.35%

120086
107747
106351
93465
112000
176147
AOA%
208195
AL AET
172383
17977
273445
2RA10EE
2156028
2003434
935137
BOG943
J5RIE
G0a444
10a940
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Table 2 Experimental data for Mind Tree

Date Open High Liva Close Adj Close Volume
M-lan-22 411885 4118R5 3IRIRG65 3888.95 4118R5 1043403
&h-lan- 24 3710 ¥ALh 2GS0 BEIT.2  JEEROS 1272983
27-lan-22 3790 3790 3555 3585,2 EL e B e =
28-1an-22 36464 IBSEAS  AGIGSS 7242 5852 1446671
3l-Jan-22 3343.9% 4070 3835 40063 Irda.?  1BER A4
01-Fi b= 22 41139 41178 394635 EL=TE A A006.3 1193002
02-Peb-22 401965 407935 3973195 4066, 1 I983.7 B2678
03-Feb-22 a0 ALk EL 3131 A0 1 BH593
Dd-Fir b- 22 3903, 1 I9RE  3RIRAL 3965.85 3913.1 66538
0F-Feb-22 G A08h  JELOES  3MM005%  350hLEL Aht 247
08-Fiy b-22 3910 3956.4 .2 3aR4.5  FET0.05 L2879

05-Fob-22 3930 4021.9% 397205 3993.3 HHE4h  BSR069
10-Feb-23 #02  A041.65 3065056 402955 390933  37703A
11:Feb-22 3930 3980 3831 386065 40@9.5h BROR0D0

14-Fab-22 37015 383595 558 37645 IBEDES 6RID36
ke b-22 B30 980 378289 396095 15f64b S1HOOA
16-Fob-22 4040 30369 JELLLS 3H9RY 9h/UL SA5AU0
17-Fab-22 3935.5% 3935.5 34125 3859.45 HWH2.:  3R1563
18-Feb-22 811,05 . 378G 97 Ims9.45  ATR2GS
I1:Fab-22 3Teb  3ETLTL 3715 3847.95 3797 Le2328

It is very important to note that stock price information in the stock market is in volatility, so we should consider
characteristics of data while doing the experiment to avoid more learning time, too less training speed, and
minimize the error of the prediction result. In this paper, we have concentrated on the unified preprocessing of
the data set.

B. Experimental platform construction and parameter settings:

The system configuration mainly include: the CPU type is Intel® core (TM), the hardware device model is
HP,64bit Operating System, the memory size is 8GB, the experimental platform is PyCharm 3.1 and the
programming language is python language, define the C value as 0.7, gamma as 1, n_epoch as 30

C. Model prediction results:

A stock price prediction model is constructed on the collected stock test data by using SVM method proposed in
this paper. Actual value and predictive value of the prediction of the TataElxsi Equity is shown in Figure 4. and
MindTree Equity is shown in Figure5.

= 4188

Fig 5.2 SVM TATAELXSI

Copyrights @ Roman Science Publications Ins. Vol. 5 No. S6 (Oct - Dec 2023)
International Journal of Applied Engineering & Technology

33



ISSN: 2633-4828| Vol. 5 No. S6, (Oct - Dec 2023)

International Journal of Applied Engineering & Technology

sm

'?»")
Fig 5.b SVM Mind Tree

More over to test the accuracy of the predicted model, we have examine a comprehensive analysis of the
accuracy, standard deviation and running time and their results are in Table 2.

Table 3. Performance of Algorithms for stocks

Method Error for Error for
TataElxsi data set MindTree data
set

MSEr R°r MSEr R°r

SVM-
LINEAR 2.3358 0.8912 | 2.4281 | 0.8843
SVM-POLY | 2.0358 0.9212 | 2.0281 | 0.9143
SVM-RBF 1.3358 0.9912 | 1.2280 | 0.9946

Table 3. shows the performance measure of all tested algorithms. In their MSE Error rate of SVM-Linear is
higher than SVM-Polynomial and SVM-RBF. R? Error rate is also higher than SVM-POLY and SVM-RBF.
Overall, SVM-RBF gives a minimal error rate in both performance measures.

VII. CONCLUSION

This paper presents a comparative study of different SVM kernel model with reliable prediction for closing price
of day-to-day stock market. Forecasting stock price is difficult where the situation gives trust for their past results
are volatile, whereas this paper gives new ideas with modern technology of machine learning algorithm broke all
past results with their optimized accuracy and reliable for closing stock prices. We have to take a past history of
stock data to consider as a tool to forecast future close prices. In the research, we have considered stock data of
two different companies and implemented with different SVM kernel models. To evaluate these models MSE and
R? are used as the performance measures. From the above discussion, we concluded that SVM-RBF has shown
higher accuracy than the SVM-Linear and SVM_ Polynomial model.
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