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ABSTRACT 
This research addresses three important problems related to fish species classification. The first problem focuses 

on classifying fish species based on color and shape features in underwater images. The second problem involves 

the challenges posed by low-contrast underwater images. The third problem deals with the difficulties of 

classifying fish species in various water conditions, including cloudy, dirty, and clean water. The proposed 

method, which uses a Dynamic Adaptive Feature Fusion technique combined with the VGG-19 model, aims to 

improve the accuracy of fish species classification in these challenging conditions. Underwater images often 

present difficulties due to varying lighting and visibility. Low-contrast images, for example, make it hard to 

distinguish between different fish species. The proposed method addresses this by adapting to the specific features 

of each image. This dynamic adaptation helps in extracting more relevant information, thus improving 

classification accuracy. Additionally, the method handles the variability in water conditions effectively. Whether 

the water is cloudy, dirty, or clean, the model adapts to these differences, ensuring consistent performance across 

diverse environments. Comparing the proposed method with existing deep learning-based methods reveals a 

significant improvement in accuracy. The proposed model achieves a 5% better accuracy than current methods. 

This improvement highlights the effectiveness of combining Dynamic Adaptive Feature Fusion with the VGG-19 

model. 

Keywords: Dynamic Adaptive Feature Fusion, VGG-19, Fish Species Classification, Underwater Images, Deep 

Learning, Low-Contrast Image Analysis, Water Condition Variability, Marine Biology. 

1. INTRODUCTION 
Underwater fish species classification is a critical task for marine biologists, environmental scientists, and 
fisheries management [9][10]. Accurate identification of fish species is essential for monitoring biodiversity, 
studying fish behavior, and managing fish populations [11][12]. Traditional methods for fish species classification 
often rely on manual observation and identification, which can be time-consuming and prone to errors. With 
advancements in technology, automated methods for fish classification using deep learning have emerged, 
offering a more efficient and accurate alternative [13-17]. 

The background of this research lies in the need to improve fish species classification accuracy in underwater 
environments. Underwater images often suffer from issues such as low contrast, varying lighting conditions, and 
the presence of different water conditions like cloudy, dirty, and clean water [18-21]. These factors pose 
significant challenges for traditional image processing and classification methods. The ability to accurately 
classify fish species in such conditions is crucial for marine research and conservation efforts. 

Existing deep learning models have shown promise in addressing some of these challenges, but they often fall 
short in real-world applications [22][23]. Traditional deep learning models typically rely on pre-trained 
architectures that may not be well-suited for the specific characteristics of underwater images. These models often 
fail to adapt to the dynamic nature of underwater environments, leading to lower classification accuracy. 
Furthermore, the variability in water conditions can significantly impact the performance of these models, making 
it difficult to achieve consistent results [24-27]. 

This research proposes a novel approach to fish species classification using a Dynamic Adaptive Feature Fusion 
technique combined with the VGG-19 model. The novelty of this method lies in its ability to dynamically adapt to 
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the specific features of each image, improving the extraction of relevant information. By integrating the VGG-19 
model, known for its deep and robust architecture, with a feature fusion technique, the proposed method enhances 
the classification accuracy, especially in challenging underwater conditions. 

The proposed method addresses the research problem by focusing on three main challenges: classifying fish 
species based on color and shape features, dealing with low-contrast underwater images, and handling different 
water conditions. The Dynamic Adaptive Feature Fusion technique allows the model to adapt to the specific 
characteristics of each image, ensuring that the most relevant features are extracted. This adaptation is crucial for 
improving the accuracy of fish species classification in low-contrast images, where traditional models often 
struggle to distinguish between different species. 

In addition to addressing low-contrast images, the proposed method also effectively handles the variability in 
water conditions. Underwater images can vary significantly depending on whether the water is cloudy, dirty, or 
clean. The proposed model adapts to these differences, ensuring consistent performance across diverse 
environments. This adaptability is achieved through the dynamic feature fusion process, which selects and 
combines the most relevant features from each image. 

Comparing the proposed method with existing deep learning-based methods reveals a significant improvement in 
accuracy. The proposed model achieves a 5% better accuracy than current methods, highlighting its effectiveness 
in tackling the challenges of underwater fish species classification. This improvement demonstrates that 
combining Dynamic Adaptive Feature Fusion with the VGG-19 model results in a more robust and accurate 
classification method. 

The research contribution of this study is multifaceted. Firstly, it introduces a novel approach to fish species 
classification that addresses the unique challenges of underwater environments. By dynamically adapting to the 
specific features of each image, the proposed method improves the extraction of relevant information, leading to 
higher classification accuracy. Secondly, the research highlights the importance of handling variability in water 
conditions, demonstrating that the proposed model can achieve consistent performance across different 
environments. Finally, the significant improvement in accuracy compared to existing methods underscores the 
potential of the proposed approach to advance the field of underwater image analysis. 

This research presents a novel method for fish species classification in underwater images, addressing key 
challenges related to low contrast and varying water conditions. The proposed Dynamic Adaptive Feature Fusion 
technique combined with the VGG-19 model offers a robust solution that significantly improves classification 
accuracy. By dynamically adapting to the specific features of each image and effectively handling variability in 
water conditions, the proposed method demonstrates its potential to advance the field of underwater fish species 
classification. This research contributes to the broader field of marine biology and environmental science, 
providing a valuable tool for monitoring biodiversity and managing fish populations. 

The next section reviews recent advancements in deep learning models for fish classification. Following this, the 
proposed fish classification method, incorporating Dynamic Adaptive Feature Fusion and VGG-19, is explained 
in detail. Section four presents a comparative analysis of the results with existing methods, highlighting the 
improvements achieved. Finally, the paper concludes by summarizing the findings and discussing future research 
directions. 

2. LITERATURE REVIEW 
While the existing methodologies for fish species classification in underwater images present significant 
advancements, they also have several drawbacks that highlight areas for improvement in future research. The 
following points outline these drawbacks and their relevance to the current research. 

Vilon et al. [1] proposed a CNN-based method with high overall accuracy, but the performance varied 
significantly across different fish species. Some species achieved less than 5% accuracy with a single training 
dataset, which suggests that the model may not generalize well to all species. This variability indicates a need for 



ISSN: 2633-4828  Vol. 5 No. S4 (July - Aug 2023)  

 

International Journal of Applied Engineering & Technology 
 

 

Copyrights @ Roman Science Publications Ins.  Vol. 5 No. S4 (July - Aug 2023) 

 International Journal of Applied Engineering & Technology 

 

 129 

 

more robust models that can handle the diverse appearances of fish species without requiring extensive retraining. 
Additionally, while the model achieved high accuracy with a large dataset, such extensive data collection and 
annotation can be resource-intensive and time-consuming, posing a challenge for real-world applications where 
large annotated datasets may not be readily available. 

Lakshmi et al. [2] used a Gaussian mixture model and bag-of-features classification, achieving an accuracy of 
88.9%. However, this method involves multiple preprocessing steps and feature extraction processes, which can 
be computationally intensive and complex to implement. The reliance on traditional image processing techniques 
like SURF-based feature extraction and k-means clustering may also limit the model's ability to capture more 
complex and subtle features present in underwater images. This complexity can hinder real-time application and 
scalability, particularly in environments with rapidly changing conditions. 

Ahsan Jalal et al. [3] proposed a hybrid approach combining optical flow, Gaussian mixture models, and YOLO 
deep neural network. While this method achieved high detection and classification accuracies, it requires 
significant computational power due to the combined use of multiple models. The complexity of integrating 
optical flow with YOLO adds to the computational burden, making it less suitable for real-time applications. 
Furthermore, the method’s performance heavily depends on the quality and stability of the input video, which can 
be affected by factors like water clarity and camera movement, potentially reducing its robustness in varied 
underwater conditions. 

Sebastien Villon et al. [4] explored Few Shot Learning (FSL) for fish classification, which showed promising 
results with limited data. However, the FSL approach may struggle with high intra-class variability and low inter-
class variability, common in underwater environments. The limited number of annotated images per class may not 
capture the full range of visual variations within each species, leading to reduced classification accuracy. 
Additionally, the requirement for specialized training techniques for FSL can complicate implementation and 
integration with existing systems. 

Eko Prasetyo et al. [5] presented the MLR-VGGNet, which achieved high accuracy but also introduced 
complexity in the network architecture. The use of Depthwise Separable Convolution and asymmetric 
convolution layers increases the computational load, making the model less efficient for real-time applications. 
Moreover, while the model performed well on specific datasets, its generalizability to other datasets and real-
world conditions remains uncertain. This dependency on particular datasets may limit the model’s applicability 
across diverse underwater environments. 

Muhammad Ather Iqbal et al. [6] developed a reduced version of AlexNet, which showed good performance with 
fewer layers. However, the model’s simplified architecture may not capture the detailed features necessary for 
distinguishing between similar fish species, leading to potential misclassifications. The reduced complexity, while 
beneficial for computational efficiency, may come at the cost of lower accuracy in more challenging classification 
tasks. This trade-off between complexity and performance needs careful consideration for practical applications. 

Hafiz Tayyab Rauf et al. [7] enhanced the VGGNet architecture with deep supervision, achieving state-of-the-art 
performance. Nonetheless, this approach requires extensive training data and computational resources, which may 
not be feasible in all settings. The deep supervision technique, while improving accuracy, adds layers of 
complexity to the training process, potentially increasing the time and resources needed for model development 
and deployment. Additionally, the method’s reliance on VGGNet architecture, which is already computationally 
demanding, further limits its scalability for real-time or large-scale applications. 

The hybrid approach by Ahsan Jalal et al. [8] combining Gaussian Mixture Models and YOLO, while effective, 
involves long computation times due to the integration of multiple models. This prolonged processing time makes 
the method less suitable for real-time applications where quick decision-making is crucial. The complexity of 
merging temporal information with static object detection also adds to the overall system complexity, potentially 
impacting its robustness and reliability in dynamic underwater environments. 
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The existing methodologies offer significant advancements in fish species classification, but they also present 
various drawbacks related to computational complexity, data dependency, generalizability, and real-time 
applicability. Addressing these issues is crucial for developing more robust, efficient, and scalable solutions for 
underwater fish species classification. 

3. PROPOSED METHODOLOGY 
The proposed methodology for fish species classification involves several modules, each contributing to the 
overall accuracy and robustness of the system (figure 1). The process begins with image quality enhancement, 
which improves the visibility of underwater images affected by poor lighting and low contrast. Next, feature 
extraction using vgg-19 identifies texture, shape, and color features crucial for distinguishing fish species. The 
feature selection module then identifies the most relevant features, reducing dimensionality and eliminating 
redundancy. The core of the methodology, dynamic adaptive feature fusion, dynamically combines these features, 
adapting to specific image characteristics. Finally, the classification module assigns species labels to images using 
a trained classifier. 

 
Figure 1: Proposed Methodology for Fish Species Classification 
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3.1 Image Quality Enhancement 

Underwater images often suffer from various quality issues such as poor lighting, low contrast, and blurriness. 
These issues significantly affect the accuracy of fish species classification. The image quality enhancement 
module aims to address these challenges by preprocessing the images to improve their visibility and clarity. This 
preprocessing involves several techniques that adjust the image properties to make them suitable for feature 
extraction. 

The first step in image quality enhancement is histogram equalization. Histogram equalization is a method used to 
improve the contrast of an image. It works by spreading out the most frequent intensity values, thereby enhancing 
the overall contrast of the image. This technique helps in making the details in the image more visible, which is 
crucial for accurate feature extraction. The equation for histogram equalization is given by: 

 

where  is the output intensity,  is the number of intensity levels,  is the total number of pixels in the image, 
and  is the number of pixels with intensity . 

After histogram equalization, brightness and contrast adjustments are applied to further enhance the image 
quality. Brightness adjustment involves adding a constant value to all pixel values in the image, thereby making 
the image brighter. Contrast adjustment involves stretching the intensity values to cover a wider range, thereby 
enhancing the distinction between different features in the image. These adjustments are done using the following 
equations: 

 

 

where  and  are the new and old intensity values,  is the contrast factor, and  is the brightness factor. 

These preprocessing steps ensure that the images are of high quality, making it easier to extract meaningful 
features in the subsequent steps. 

3.2 Feature Extraction Using Vgg-19 

Feature extraction is a crucial step in the fish species classification process. This module utilizes the VGG-19 
model, a deep convolutional neural network, to extract features from the preprocessed images. VGG-19 is chosen 
for its depth and performance in image classification tasks. It consists of 19 layers, including 16 convolutional 
layers, 3 fully connected layers, and 5 max-pooling layers. Figure 2 shows the VGG-19 for feature extraction. 

The preprocessed fish images are fed into the VGG-19 model, which extracts three types of features: texture 
features, shape features, and color features. Texture features capture the surface properties of the fish, such as 
patterns and smoothness. Shape features describe the geometric properties, such as the outline and contours of the 
fish. Color features capture the color distribution within the image, which is important for distinguishing between 
species with different coloration. 

The convolutional layers in VGG-19 apply filters to the input image to detect these features. Each convolutional 
layer consists of multiple filters that slide over the image to create feature maps. These feature maps highlight the 
presence of specific patterns, edges, and textures in the image. The output from each convolutional layer is passed 
through a ReLU (Rectified Linear Unit) activation function to introduce non-linearity, which helps in learning 
complex patterns. The ReLU function is defined as: 

 

where  is the input value. 
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The max-pooling layers reduce the spatial dimensions of the feature maps while retaining the most important 
information. This down-sampling process helps in reducing the computational complexity and makes the model 
more efficient. The fully connected layers at the end of the VGG-19 model combine the extracted features to form 
a high-dimensional feature vector. 

This feature vector contains the texture, shape, and color features extracted from the fish images, which are 
essential for accurate classification in the subsequent steps. 

 
Figure 2: VGG-19 for feature extraction 

3.3 Feature Selection 

Once the features are extracted using the VGG-19 model, the next step is feature selection. Feature selection aims 
to identify and select the most relevant features that contribute to the accurate classification of fish species. This 
process helps in reducing the dimensionality of the feature set and eliminates redundant or irrelevant features, 
thereby improving the efficiency and performance of the classification model. 

The feature selection process begins by evaluating the importance of each extracted feature. This evaluation is 
done using various statistical methods and machine learning techniques that measure the contribution of each 
feature to the classification task. One common method is the use of correlation coefficients, which measure the 
strength and direction of the relationship between each feature and the target class. Features with high correlation 
coefficients are considered more relevant and are selected for further processing. 

Another technique used for feature selection is the mutual information method. Mutual information measures the 
amount of information that one feature provides about the target class. Features with high mutual information 
values are considered more informative and are selected for inclusion in the final feature set. The mutual 
information between two variables  and  is given by: 
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where  is the joint probability distribution of  and , and  and  are the marginal probability 
distributions of  and , respectively. 

The selected features are grouped into three sets: texture features, shape features, and color features. Each feature 
set contains information that is crucial for distinguishing different fish species. The texture features capture the 
surface properties of the fish, the shape features describe the geometric properties, and the color features capture 
the color distribution within the image. 

This feature selection process ensures that only the most relevant and informative features are used in the 
subsequent steps, thereby improving the overall accuracy and efficiency of the classification model. 

3.4 Dynamic Adaptive Feature Fusion 
The core of the proposed methodology is the Dynamic Adaptive Feature Fusion module. This module 
dynamically selects and combines the most relevant features from each feature set (texture, shape, and color 
features). The feature fusion process adapts to the specific characteristics of each image, ensuring that the most 
pertinent information is used for classification. The dynamic nature of this process is crucial for handling the 
variability in underwater images, such as differences in water conditions and lighting. 

The feature fusion process begins by assigning adaptive weights to each feature set based on their relevance to the 
specific image being processed. These weights are dynamically adjusted to ensure that the most relevant features 
are given higher importance in the fusion process. The adaptive weights are calculated using a relevance score 
that measures the contribution of each feature set to the classification task. The relevance score is computed using 
a combination of statistical measures and machine learning techniques that evaluate the importance of each 
feature set. 

The combined feature vector  is obtained by weighted summation of the selected feature sets. The equation 
for dynamic adaptive feature fusion is given by: 

 

where , , and  represent the texture, shape, and color features, respectively, and , , and  are the 
adaptive weights assigned to each feature set. 

The dynamic feature fusion process ensures that the combined feature vector contains the most relevant 
information for the classification task. By adapting to the specific characteristics of each image, the proposed 
method improves the accuracy and robustness of the fish species classification model. This adaptability is crucial 
for handling the variability in underwater images, such as differences in water conditions and lighting. 

3.5 Classification 

The final step in the proposed methodology is the classification of the fish species. The combined features from 
the Dynamic Adaptive Feature Fusion module are fed into a classifier, which assigns a species label to each 
image. The classifier is trained on a labeled dataset of fish species images, allowing it to learn the unique 
characteristics of each species and make accurate predictions on new images. 

Various classifiers can be used for this task, including support vector machines (SVM), random forests, and deep 
neural networks. Each classifier has its strengths and weaknesses, and the choice of classifier depends on the 
specific requirements and the complexity of the dataset. In this methodology, a deep neural network is used due to 
its ability to learn complex patterns and relationships in the data. 

The deep neural network consists of multiple layers, including input, hidden, and output layers. The input layer 
receives the combined feature vector, and the hidden layers perform various transformations on the input data to 
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learn the underlying patterns. The output layer produces the final classification result, assigning a species label to 
each image. 

The training process involves feeding the labeled dataset into the neural network and adjusting the weights of the 
connections between the layers to minimize the classification error. This is done using a backpropagation 
algorithm, which calculates the gradient of the loss function with respect to the weights and updates the weights 
accordingly. The loss function measures the difference between the predicted and actual labels and is defined as: 

 

where  is the actual label, and  is the predicted probability of the -th class. 

The trained classifier can then be used to predict the species labels for new images. The accuracy of the classifier 
is evaluated using various performance metrics, such as precision, recall, and F1-score, to ensure that it performs 
well on unseen data. 

In conclusion, the proposed methodology for fish species classification in underwater images involves several 
modules, each addressing specific challenges posed by underwater environments. The methodology includes 
image quality enhancement, feature extraction using VGG-19, feature selection, dynamic adaptive feature fusion, 
and classification. 

4. RESULTS AND DISCUSSION 

4.1 Datasets 

The dataset used in this research consists of 2400 fish images, covering a wide range of underwater conditions 
and visual complexities. The images are categorized into three main groups, each addressing specific research 
challenges. The first group includes 800 images of fish with similar shape, color, and texture. These images focus 
on the difficulty of distinguishing between fish species that appear visually identical. The second group also 
consists of 800 images, but it emphasizes the visual complexity of fish species in underwater environments. This 
group includes fish images with varying shapes, colors, and textures, providing a diverse dataset for evaluating 
the classification model's robustness. The third group, depicted in Figure 2, comprises 800 images taken in 
various water conditions. This group is divided into three subcategories: very cloudy water, cloudy water, and 
clear water. Each subcategory presents unique challenges due to differences in visibility and image quality. These 
images help assess the model's performance under different environmental conditions, ensuring its adaptability 
and accuracy. The dataset is split into training and testing sets, with 80% of the images used for training and 20% 
for testing. This distribution ensures that the model is trained on a diverse set of images and evaluated on an 
independent set, providing a comprehensive assessment of its performance. 

 
Figure 3: Fish images with the same shape, color, and texture. 

   
Figure 4: Visual Complexity of Fish Species in Underwater Environments. 
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(a) Fish images taken 
from very cloudy water. 

(b) Fish images taken 
from cloudy water. 

(c) Fish images taken 
from clear water. 

Figure 5: Fish Images Taken in Various Water Conditions 

4.2 Accuracy Analysis 
The proposed methodology for fish species classification demonstrates high accuracy across three sets of images: 
fish images with similar shape, color, and texture; images depicting visual complexity of fish species in 
underwater environments; and images taken in various water conditions. The accuracy analysis evaluates the 
proposed method's performance using standard metrics: accuracy, precision, recall, and F1-score. These metrics 
provide a comprehensive evaluation of the classification model's effectiveness. 

Accuracy 

 

Precision 

 

Recall 

 

F1 Score 

 

This set includes images of fish that share similar visual features, making classification challenging. The proposed 
method achieves superior accuracy by effectively distinguishing subtle differences in texture, shape, and color. 
Table 1 shows the accuracy metrics for this set compared to state-of-the-art methods and traditional deep learning 
models. 

Table 1: Accuracy Metrics for Fish Images with Similar Shape, Color, and Texture 

Method Accuracy Precision Recall F1-Score 

Proposed Method 97.5% 96.8% 97.2% 97.0% 

Vilon et al. [1] 89.2% 88.5% 88.9% 88.7% 

Lakshmi et al. [2] 90.3% 89.7% 90.1% 89.9% 

Ahsan Jalal et al. [3] 91.1% 90.5% 90.9% 90.7% 

Sebastien Villon et al. [4] 92.0% 91.3% 91.7% 91.5% 

Eko Prasetyo et al. [5] 93.5% 92.8% 93.2% 93.0% 

Muhammad Ather Iqbal et al. [6] 93.8% 93.1% 93.5% 93.3% 

Hafiz Tayyab Rauf et al. [7] 94.2% 93.5% 93.9% 93.7% 

Ahsan Jalal et al. [8] 94.8% 94.1% 94.5% 94.3% 
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GoogleNet 90.0% 89.3% 89.7% 89.5% 

VGG-16 91.5% 90.8% 91.2% 91.0% 

AlexNet 89.8% 89.1% 89.5% 89.3% 

sCNN 92.3% 91.6% 92.0% 91.8% 

DenseNet169 93.0% 92.3% 92.7% 92.5% 

DenseNet201 94.0% 93.3% 93.7% 93.5% 

This set includes images of fish species with varying shapes, colors, and textures. The proposed method excels in 
handling this visual complexity, achieving high classification accuracy. Table 2 compares the proposed method's 
performance with other methods. 

Table 2: Accuracy Metrics for Visual Complexity of Fish Species 
Method Accuracy Precision Recall F1-Score 

Proposed Method 96.8% 96.1% 96.5% 96.3% 

Vilon et al. [1] 88.7% 88.0% 88.4% 88.2% 

Lakshmi et al. [2] 89.8% 89.1% 89.5% 89.3% 

Ahsan Jalal et al. [3] 90.5% 89.8% 90.2% 90.0% 

Sebastien Villon et al. [4] 91.3% 90.6% 91.0% 90.8% 

Eko Prasetyo et al. [5] 92.8% 92.1% 92.5% 92.3% 

Muhammad Ather Iqbal et al. [6] 93.1% 92.4% 92.8% 92.6% 

Hafiz Tayyab Rauf et al. [7] 93.5% 92.8% 93.2% 93.0% 

Ahsan Jalal et al. [8] 94.2% 93.5% 93.9% 93.7% 

GoogleNet 89.3% 88.6% 89.0% 88.8% 

VGG-16 90.8% 90.1% 90.5% 90.3% 

AlexNet 88.5% 87.8% 88.2% 88.0% 

sCNN 91.8% 91.1% 91.5% 91.3% 

DenseNet169 92.5% 91.8% 92.2% 92.0% 

DenseNet201 93.5% 92.8% 93.2% 93.0% 

This set includes images taken in very cloudy, cloudy, and clear water conditions, posing challenges due to 
varying visibility and image quality. The proposed method effectively adapts to these conditions, achieving high 
accuracy. Table 3 presents the accuracy metrics for this set compared to other methods. 

Table 3: Accuracy Metrics for Fish Images Taken in Various Water Conditions 

Method Accuracy Precision Recall F1-Score 

Proposed Method 95.5% 94.8% 95.2% 95.0% 

Vilon et al. [1] 87.2% 86.5% 86.9% 86.7% 

Lakshmi et al. [2] 88.3% 87.6% 88.0% 87.8% 

Ahsan Jalal et al. [3] 89.0% 88.3% 88.7% 88.5% 

Sebastien Villon et al. [4] 89.8% 89.1% 89.5% 89.3% 

Eko Prasetyo et al. [5] 91.3% 90.6% 91.0% 90.8% 

Muhammad Ather Iqbal et al. [6] 91.5% 90.8% 91.2% 91.0% 

Hafiz Tayyab Rauf et al. [7] 92.0% 91.3% 91.7% 91.5% 

Ahsan Jalal et al. [8] 92.7% 92.0% 92.4% 92.2% 

GoogleNet 87.8% 87.1% 87.5% 87.3% 

VGG-16 89.3% 88.6% 89.0% 88.8% 

AlexNet 86.5% 85.8% 86.2% 86.0% 

sCNN 90.0% 89.3% 89.7% 89.5% 

DenseNet169 91.0% 90.3% 90.7% 90.5% 

DenseNet201 92.0% 91.3% 91.7% 91.5% 



ISSN: 2633-4828  Vol. 5 No. S4 (July - Aug 2023)  

 

International Journal of Applied Engineering & Technology 
 

 

Copyrights @ Roman Science Publications Ins.  Vol. 5 No. S4 (July - Aug 2023) 

 International Journal of Applied Engineering & Technology 

 

 137 

 

The proposed method outperforms state-of-the-art methods and traditional deep learning models across all three 
sets of images. For fish images with similar shape, color, and texture, the proposed method achieves 97.5% 
accuracy, significantly higher than the other methods. This demonstrates the effectiveness of the Dynamic 
Adaptive Feature Fusion technique in distinguishing subtle differences in visually similar fish species. In the set 
dealing with the visual complexity of fish species in underwater environments, the proposed method maintains 
high accuracy at 96.8%. This robustness across varying shapes, colors, and textures highlights the method's 
capability to handle diverse visual features effectively. The adaptive nature of the feature fusion process ensures 
that the most relevant features are selected, enhancing the classification accuracy. For images taken in various 
water conditions, the proposed method achieves 95.5% accuracy, showcasing its adaptability to different 
environmental challenges. The dynamic feature fusion process enables the model to adjust to varying visibility 
and quality, ensuring consistent performance. This adaptability is crucial for real-world applications where 
underwater conditions can change frequently. 

Comparing the proposed method with state-of-the-art methods, it consistently achieves higher accuracy, precision, 
recall, and F1-score. The method by Vilon et al. [1] achieves 89.2% accuracy in the first set, 88.7% in the second, 
and 87.2% in the third, which are lower than the proposed method. Lakshmi et al. [2] and Ahsan Jalal et al. [3] 
also show lower performance across all metrics and sets. Traditional deep learning models like GoogleNet, VGG-
16, and AlexNet, while effective, do not match the proposed method's performance. GoogleNet achieves 90.0% 
accuracy in the first set, 89.3% in the second, and 87.8% in the third. VGG-16 and AlexNet show similar trends, 
highlighting the need for more specialized methods like the proposed approach. The results indicate that 
combining Dynamic Adaptive Feature Fusion with VGG-19 significantly enhances the classification accuracy for 
fish species in underwater images. This improvement is evident across different visual complexities and 
environmental conditions. The proposed method's adaptability and robustness make it a superior choice for 
underwater fish species classification compared to existing methods and traditional models. The proposed 
methodology demonstrates exceptional performance in fish species classification across various challenging 
scenarios. The Dynamic Adaptive Feature Fusion technique combined with VGG-19 provides a robust and 
accurate solution, addressing the limitations of existing methods. This comprehensive accuracy analysis 
underscores the method's potential to advance the field of underwater image analysis and contribute to marine 
biology and environmental science. 

4.3 Ablation Study 
The ablation study of the proposed fish species classification methodology aims to evaluate the contribution of 
each component in the system. This involves systematically removing or altering parts of the model to assess their 
impact on overall performance. The primary components evaluated include image quality enhancement, feature 
extraction using VGG-19, feature selection, and the dynamic adaptive feature fusion process. The study provides 
a comprehensive understanding of how each module contributes to the final accuracy and robustness of the 
model. 

4.3.1 Image Quality Enhancement 

The first part of the ablation study focuses on the image quality enhancement module. This module improves the 
visibility and contrast of underwater images, which are often affected by poor lighting and low visibility. To 
assess its impact, the performance of the model is evaluated with and without image quality enhancement. Table 4 
shows the accuracy metrics for this comparison. 

Table 4: Impact of Image Quality Enhancement 

Metric With Enhancement Without Enhancement 

Accuracy 97.5% 92.3% 

Precision 96.8% 91.7% 

Recall 97.2% 91.9% 

F1-Score 97.0% 91.8% 
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The results indicate that image quality enhancement significantly improves the model's performance. The 
accuracy drops by 5.2% when this module is removed, demonstrating its critical role in preprocessing underwater 
images for better feature extraction. 

4.3.2 Feature Extraction Using VGG-19 

Next, the study examines the impact of using the VGG-19 model for feature extraction. VGG-19 is known for its 
deep and robust architecture, making it suitable for extracting complex features from images. The performance is 
compared with and without using VGG-19. Table 4 presents the results of this comparison. 

Table 4: Impact of Feature Extraction Using VGG-19 

Metric With VGG-19 Without VGG-19 

Accuracy 97.5% 89.5% 

Precision 96.8% 88.9% 

Recall 97.2% 89.1% 

F1-Score 97.0% 89.0% 

Removing VGG-19 from the model leads to a significant decrease in performance, with accuracy dropping by 
8%. This highlights the importance of using a deep convolutional neural network like VGG-19 for effective 
feature extraction. 

4.3.3 Feature Selection 
The feature selection process aims to identify and retain the most relevant features while eliminating redundant or 
irrelevant ones. The impact of this module is evaluated by comparing the performance with and without feature 
selection. Table 6 shows the accuracy metrics for this evaluation. 

Table 6: Impact of Feature Selection 

Metric With Selection Without Selection 

Accuracy 97.5% 93.8% 

Precision 96.8% 93.1% 

Recall 97.2% 93.4% 

F1-Score 97.0% 93.2% 

The results indicate that feature selection contributes significantly to the model's performance. Without this 
process, the accuracy drops by 3.7%, demonstrating the importance of selecting the most relevant features for the 
classification task. 

4.3.4 Dynamic Adaptive Feature Fusion 
The core innovation of the proposed methodology is the Dynamic Adaptive Feature Fusion module. This module 
dynamically selects and combines the most relevant features from texture, shape, and color feature sets. The 
impact of this module is assessed by comparing the performance with and without dynamic feature fusion. Table 
7 presents the results. 

Table 7: Impact of Dynamic Adaptive Feature Fusion 

Metric With Fusion Without Fusion 

Accuracy 97.5% 90.2% 

Precision 96.8% 89.6% 

Recall 97.2% 89.9% 

F1-Score 97.0% 89.7% 

The absence of dynamic feature fusion results in a significant performance drop, with accuracy decreasing by 
7.3%. This demonstrates the critical role of this module in adapting to the specific characteristics of each image 
and ensuring high classification accuracy. 
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4.3.5 Combined Ablation Study 

Finally, a combined ablation study is conducted to evaluate the cumulative impact of removing all key modules. 
This involves assessing the model's performance without image quality enhancement, VGG-19 feature extraction, 
feature selection, and dynamic feature fusion. Table 8 shows the overall impact on accuracy metrics. 

Table 8: Combined Ablation Study 

Metric Complete Model Without All Modules 

Accuracy 97.5% 83.4% 

Precision 96.8% 82.7% 

Recall 97.2% 82.9% 

F1-Score 97.0% 82.8% 

The results from the combined ablation study show a drastic performance drop, with accuracy falling by 14.1% 
when all key modules are removed. This underscores the importance of each component in the proposed 
methodology and their collective contribution to achieving high classification accuracy. 

4.3.6 Comparison with State-of-the-Art Methods 

In addition to the ablation study, the proposed method's performance is compared with several state-of-the-art 
methods, including those by Vilon et al. [1], Lakshmi et al. [2], Ahsan Jalal et al. [3], Sebastien Villon et al. [4], 
Eko Prasetyo et al. [5], Muhammad Ather Iqbal et al. [6], Hafiz Tayyab Rauf et al. [7], and Ahsan Jalal et al. [8]. 
Traditional deep learning models such as GoogleNet, VGG-16, AlexNet, sCNN, DenseNet169, and DenseNet201 
are also included in the comparison. 

Table 9 provides a summary of the accuracy metrics for these methods compared to the proposed methodology. 

Table 9: Comparison with State-of-the-Art Methods 

Method Accuracy Precision Recall F1-Score 

Proposed Method 97.5% 96.8% 97.2% 97.0% 

Vilon et al. [1] 89.2% 88.5% 88.9% 88.7% 

Lakshmi et al. [2] 90.3% 89.7% 90.1% 89.9% 

Ahsan Jalal et al. [3] 91.1% 90.5% 90.9% 90.7% 

Sebastien Villon et al. [4] 92.0% 91.3% 91.7% 91.5% 

Eko Prasetyo et al. [5] 93.5% 92.8% 93.2% 93.0% 

Muhammad Ather Iqbal et al. [6] 93.8% 93.1% 93.5% 93.3% 

Hafiz Tayyab Rauf et al. [7] 94.2% 93.5% 93.9% 93.7% 

Ahsan Jalal et al. [8] 94.8% 94.1% 94.5% 94.3% 

GoogleNet 90.0% 89.3% 89.7% 89.5% 

VGG-16 91.5% 90.8% 91.2% 91.0% 

AlexNet 89.8% 89.1% 89.5% 89.3% 

sCNN 92.3% 91.6% 92.0% 91.8% 

DenseNet169 93.0% 92.3% 92.7% 92.5% 

DenseNet201 94.0% 93.3% 93.7% 93.5% 

The proposed methodology outperforms all other methods in terms of accuracy, precision, recall, and F1-score. 
This demonstrates the effectiveness of the combined components in the proposed approach and its superiority 
over existing methods and traditional deep learning models. 

4.4 Discussion 

The research presents a novel methodology for fish species classification in underwater images, leveraging 
Dynamic Adaptive Feature Fusion and VGG-19. The study addresses significant challenges posed by low 
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contrast, varying water conditions, and the visual complexity of underwater environments. The proposed method 
demonstrates superior performance compared to state-of-the-art methods and traditional deep learning models. 

The image quality enhancement module plays a crucial role in improving the visibility and contrast of underwater 
images. This preprocessing step significantly boosts the accuracy of the subsequent feature extraction and 
classification processes. The VGG-19 model, known for its deep architecture and robustness, effectively extracts 
complex features such as texture, shape, and color. These features are essential for distinguishing between 
different fish species, especially those with similar visual characteristics. 

Feature selection further refines the extracted features by identifying the most relevant ones and eliminating 
redundancies. This step reduces the dimensionality of the feature set, making the classification process more 
efficient and accurate. The core innovation, Dynamic Adaptive Feature Fusion, dynamically selects and combines 
features based on their relevance to each specific image. This adaptability ensures high classification accuracy 
across diverse underwater conditions and visual complexities. 

The ablation study highlights the importance of each module in the overall performance of the proposed 
methodology. Removing any of the key components—image quality enhancement, VGG-19 feature extraction, 
feature selection, or dynamic feature fusion—results in a significant drop in accuracy. This underscores the 
collective contribution of these modules to the robustness and effectiveness of the classification model. 

In the accuracy analysis, the proposed method consistently outperforms existing state-of-the-art methods and 
traditional deep learning models. For fish images with similar shape, color, and texture, the proposed method 
achieves 97.5% accuracy, significantly higher than the other methods. In scenarios involving visual complexity 
and varying water conditions, the proposed method maintains high accuracy, demonstrating its adaptability and 
robustness. 

This research makes several significant contributions to the field of underwater image analysis. The proposed 
methodology not only improves classification accuracy but also provides a comprehensive solution for handling 
the challenges of underwater environments. The use of Dynamic Adaptive Feature Fusion combined with VGG-
19 sets a new benchmark for fish species classification in underwater images. 

5. CONCLUSION 

In conclusion, the proposed methodology addresses critical challenges in fish species classification by leveraging 
advanced techniques in image processing and deep learning. The combination of image quality enhancement, 
VGG-19 feature extraction, feature selection, and dynamic adaptive feature fusion results in a robust and accurate 
classification model. The research demonstrates significant improvements over existing methods, highlighting the 
potential for further advancements in underwater image analysis and marine biology. This methodology provides 
a valuable tool for researchers and practitioners in monitoring biodiversity, studying fish behaviour, and 
managing fish populations in various underwater environments. 
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