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ABSTRACT  
Decision support systems are used in the diagnosis of most human diseases. The selection of the most pertinent 
elements is what ultimately determines how effective these systems are. When there are missing values in the 
dataset for the different attributes, this gets more challenging. The ability of Principal Component Analysis (PCA) 
to handle missing attribute data is widely recognized. This work provides an approach that identifies heart 
disease by extracting a reduced dimensional feature subset from medical test results. The suggested approach 
uses Principal Component Analysis for Feature Extraction in order to extract high impact features from fresh 
predictions (FE-PCA). In order to minimize the dimension of the feature, PCA extracts the projection vectors that 
contribute the most covariance. The suggested methodology is assessed in terms of f-measure, sensitivity, 
specificity, and accuracy across the three datasets. To illustrate the influence of the suggested FE-PCA technique, 
statistical results are presented and compared to previous studies. A high precision dataset was produced by the 
suggested FE-PCA technique.    DDoS 
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1 INTRODUCTION 
The heart, which works like an engine or motor, is responsible for regulating blood flow throughout the body. A 
person's life may end due to heart failure. The World Health Organization (WHO) lists heart disease as one of the 
top causes of death worldwide. Surveys indicate that 56 million individuals died in 2012, with heart disease 
accounting for 17.5 million of those deaths. Early diagnosis, which is made possible by a battery of tests, a 
thorough medical history, and the patient's day-to-day activities, can help control this enormous number [1]. Until 
a medical specialist is present to analyze the data, the data alone will not be sufficient. Globally, there is a 
significant lack of medical specialists, especially in developing and third-world nations. When a patient in these 
nations lives in a remote location with access to basic medical tests but not to a credible expert in heart disease, 
the situation gets worse. Significant changes in human life styles have been brought about in large part by 
information technology [2]. In this sense, the medical sector has not lagged behind, and a variety of medical 
systems have been put forth to support medical professionals throughout the entire illness diagnosis and treatment 
process. 

Congestive heart failure, another name for heart failure, is the result of the heart's inability to pump enough blood 
to meet the body's demands. Heart attacks, hypertension, obesity, vitamin deficiencies, heavy metal toxicity, 
smoking, alcoholism, sleep apnea, inactivity, and an unhealthful diet high in animal fats and salt are among the 
risk factors for heart disease. Consequently, medical professionals identify the damage that has taken place in a 
patient's heart and assess the patient's heart's ability to pump blood. Massive volumes of sequential data are 
produced by these testing methods, and it is still difficult to do effective analysis with such a vast amount of data, 
particularly in the beginning. In fact, a method for heart failure prediction systems with a very low error rate is 
crucial for medical treatments and studies [6]. Researchers will be able to help people who are at risk of 
developing heart disease live longer, more active lives by diagnosing and treating them early with the help of 
these sequential datasets. Determining the optimal answer to the issues of precise diagnosis and therapeutic 
delivery is the primary objective of a physical evaluation. However, there is still a significant research gap when it 
comes to analyzing massive data sets to forecast cardiac disease. Adequate contributions to convert or extract 
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features to separate the class labels have not been made because the processed data has a defined feature set to 
describe the heart disease. 

Diagnosing heart disease is considered a major undertaking that needs to be done well and quickly. The same 
might be automated, which would be really helpful. The world's hardest endeavor to date is still predicting heart 
disease. To extract features, the majority of academics have focused on data or signal gathering. However, there is 
not much difference between the class labels using the features that are present in the processed data. Because of 
this feature, supervised learning is necessary [7]. Supervised learning, however, depends on how well the training 
method performs, therefore sufficient accommodations must be made for handling the nonlinearities of the 
retrieved features. Motivated by hybrid algorithms that have been effectively applied in numerous difficult 
domains. As a result, an improved heart disease prediction system is required, and the people would benefit from 
its accurate prediction mechanism. 

 
Figure 1.Feature Extraction 

One of the design recognition approaches is Principal Component Analysis (PCA), which may be used, among 
other things, to explore high dimensional information that is easy to understand by merely glancing at the massive 
amount of data. Prior to plotting and interpreting the results, the high element of the information must be reduced 
to a low measurement for information analysis. A few basic plots—the scoring plot and stacking plot, in 
particular—benefit from the addition of significant data thanks to PCA. In the subject of examination, a lot of 
information is hard to deconstruct [9]. The highly connected informative indexes are related to one another 
according to the PCA computation. The relationship between information containing elements as sections and 
perceptions or tests as lines is made clear by PCA's numerical computation in linear algebra. Reducing the vast 
number of interconnected elements to a manageable amount is the aim of the PCA computation. Principal 
components are the interrelated elements in this statement. The principal method involves building a network with 
the greatest quantity of data in the first two sections, and then using a 2-dimensional visualization in MATLAB 
programming to explore the data. 

It is challenging to comprehend the mathematics of Principal Component Analysis (PCA) without a strong basis 
in linear algebra. Students' comprehension was significantly enhanced by visualizing the transformation between 
characteristics and principal components, according to research conducted by Data Science at General Assembly 
in San Francisco [8]. Four main components make up principal component analysis (PCA), a method for reducing 
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dimensionality: component selection based on explained variance, Eigen-decomposition, feature covariance, and 
principal component transformation. 

1.1. Heart Disease 
One of the hallmarks of heart disease, or coronary heart disease (CHD), is the BuildUp of fat in the blood vessels 
that feed the heart muscles. Heart patients are not diagnosed until the blockage is greater than 70%, and heart 
disease can start as early as age 18. These obstructions develop gradually until pressure builds up to the point 
where the membrane covering the obstruction bursts. If blood clots from the chemicals released by a ruptured 
membrane combine with the blood, heart disease may result [10]. 

The elements that cause obstruction are known as risk factors. We categorize these risk variables as either 
changeable or non-modifiable. Heredity, age, and gender are risk factors that cannot be changed. Heart disease 
will always be caused by these risk factors because they are unchangeable. Risk factors that are modifiable are 
ones that we can change with our actions. Adaptable risk variables consist of, 

1) Food related, 

2) Habit related, 

3) Stress related, 

4) Bio chemical and miscellaneous risk factors. 

An efficient decision support system ought to be created in order to counter the threat posed by heart disease. In 
this research, an enhanced principal component analysis (PCA) based feature reduction method is proposed. This 
technique maximizes the prediction of cardiac illness and addresses the shortcomings of the conventional 
Principal Component Analysis (PCA) approach [11]. 

For data reduction, the proposed method outperforms the standard PCA and FAST methods. The proposed 
method makes a compelling case for dimensionality reduction. 

The remainder of this article is organised as follows. Section 2 examines the various approaches taken by the 
researchers to the problem statement. Section 3 investigates existing methodologies with various approaches or 
solutions to the problem statement. Section 3: Explain the system approach used in the proposed scheme for 
solving the problem statement. Section 4 compares the proposed FE-PCA approach's performance to existing 
methods. Section 5 concludes by summarising the proposed work. 

2. RELATED WORK 
Heart disease's performance qualities and accessibility are influenced by several feature extraction techniques. It 
is impossible to identify one algorithm that performs better than another when analyzing the research that has 
been published on data mining algorithms and cardiovascular disease risk prediction because each method has 
pros and cons of its own [12]. The planned study is focused on medical diagnostics; however, choosing the 
methodology will take additional work. 

Ghosh, P., et al., (2021) analyze about the Cardiovascular disease [3]. It has become one of the world's major 
causes of death. Accurate and timely diagnosis is of crucial importance. We constructed an intelligent diagnostic 
framework for prediction of heart disease, using the Cleveland Heart disease dataset. We have used three machine 
learning approaches, Decision Tree (DT), K- Nearest Neighbor (KNN), and Random Forest (RF) in combination 
with different sets of features. We have applied the three techniques to the full set of features, to a set of ten 
features selected by “Pearson's Correlation” technique and to a set of six features selected by the Relief algorithm. 
Results were evaluated based on accuracy, precision, sensitivity, and several other indices. The best results were 
obtained with the combination of the RF classifier and the features selected by Relief achieving an accuracy of 
98.36%. This could even further be improved by employing a 5-fold Cross Validation (CV) approach, resulting in 
an accuracy of 99.337%. 
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Brik, Y., Djerioui, M., & Attallah, B. (2021) addressed the problem of the leading cause of death in the world 
according to the World Health Organization (WHO) [4]. Authors proposed an efficient medical decision support 
system based on twin support vector machines (Twin-SVM) for heart disease diagnosing with binary target. 
Unlike conventional support vector machines (SVM) that finds only one optimal hyperplane for separating the 
data points of first class from those of second class, which causes inaccurate decision, Twin-SVM finds two non-
parallel hyper-planes so that each one is closer to the first class and is as far from the second class as possible. 
Furthermore, a comparison between the proposed method and several well-known classifiers as well as the state-
of-the-art methods has been performed. The obtained results proved that our proposed method based on Twin-
SVM technique gives promising performances better than the state-of-the-art. This improvement can seriously 
reduce time, materials, and labor in healthcare services while increasing the final decision accuracy. 

For the purpose of diagnosing heart disease patients, Elhoseny, M., et al., (2021) non-invasive medical procedures 
based on machine learning (ML) methods provide reliable HD diagnosis and efficient prediction of HD conditions 
[5]. However, the existing models of automated ML-based HD diagnostic methods cannot satisfy clinical 
evaluation criteria because of their inability to recognize anomalies in extracted symptoms represented as 
classification features from patients with HD. Authors proposed an automated heart disease diagnosis (AHDD) 
system that integrates a binary convolutional neural network (CNN) with a new multi-agent feature wrapper 
(MAFW) model. The MAFW model consists of four software agents that operate a genetic algorithm (GA), a 
support vector machine (SVM), and Naïve Bayes (NB). The agents instruct the GA to perform a global search on 
HD features and adjust the weights of SVM and BN during initial classification. A final tuning to CNN is then 
performed to ensure that the best set of features is included in HD idenfication. The CNN consists of five layers 
that categorize patients as healthy or with HD according to the analysis of optimized HD features. Authors 
evaluated the classification performance of the proposed AHDD system via 12 common ML techniques and 
conventional CNN models cross-validation technique and by assessing six evaluation criteria. The AHDD system 
achieves the highest accuracy of 90.1%, whereas the other ML and conventional CNN models attain only 72.3%–
83.8% accuracy on average. 

According to a review of the literature, few adaptive strategies for finding the heart disease using the feature 
extraction and principle component analysis have been proposed. 

3 EXISTING METHODOLOGY 

3.1. Chi squared 
All that the Chi-squared feature evaluation does is show how important each original feature is. The user can 
choose which features to keep and which to remove based on this. In Chi-squared feature selection, the relevance 
of a feature is ascertained using the Chi-squared test statistic between the feature and the target class [13]. 
Equation (1) is used to compute the Chi-squared statistic, where observed denotes the actual number of class 
observations and expected denotes the number of class observations that would be anticipated in the absence of 
any association between the feature and the class. Chi squared needs discrediting numerical characteristics prior to 
calculation because the sum is computed across each feature value. 

 

A high Chi-squared test score indicates that the feature and the target class are unlikely to be independent, and 
thus the feature should be retained in our new dataset. 

3.2. ReliefF 
Based on variations in feature and class values across neighboring instances, the ReliefF calculates feature scores. 
ReliefF reduces the feature's score when a group of nearby examples share the same class value but differ in the 
feature's value. Alternatively, ReliefF increases the feature's score [14] if neighboring instances have varying 
feature values and class values. To get an overall score for each feature, this method is repeated for a set of 
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sampled cases and their closest neighbors. An equation such as this one can be used to determine the rank of each 
attribute: 

 

Where X represents the feature value of a random sample, Miss represents the feature value of a nearest 
neighbour with the opposite class value of X, and Hit represents the feature value of a nearest neighbour with the 
same class value as X. 

4 THE PROPOSED MODEL 
Due to the redundant and inconsistent data in this pre-processed dataset, there is more room for data storage and 
search. We have to eliminate any unnecessary and duplicated data in order to attain accurate classification [21]. 
The dimensionality reduction approach is used to compress high dimensional data to smaller dimensional data, 
subject to certain limitations. When extracting features, the most pertinent feature—the key feature—is extracted 
using principal component analysis. 

4.1. Feature extraction 
An essential technique in data mining and pattern recognition is feature extraction. In order to accomplish the goal 
of dimensionality reduction, it extracts the significant feature subset from the original dates using a series of 
criteria to minimize machine training time and space complexity [15]. Feature extraction converts the input data 
into a set of features, and the new reduced representation includes most of the pertinent data from the original 
datasets. 

Feature extraction is the process of converting unprocessed data into numerical features that may be processed 
while keeping the original data set's information intact. Reducing the quantity of unnecessary data in a data source 
is made easier by feature extraction. Lastly, data reduction speeds up the learning and generalization phases of the 
machine learning process and enables the model to be constructed with less computational effort. 

4.2. Principal component analysis 
Principal component analysis is a statistical method that preserves the variability in the data set while reducing the 
information of a large set of associated variables into a small number of variables (referred to as "principal 
components"). The variables in the data set are combined linearly to create the principle components, and weights 
are selected to guarantee that the principal components are uncorrelated with one another [16]. Every component 
is ordered so that the first few components account for the most of the variability, and each provides new 
information to the data set. 

Suppose we have a random vector population X, where 

 

And the mean of that population is denoted by, 

 

And the covariance matrix of the same data set is 

 

By definition, the covariance matrix is symmetric. By determining the eigenvalues and eigenvectors of a 
symmetric covariance matrix, we can compute an orthogonal basis. The first eigenvector represents the direction 
of the data's highest variance, and by arranging the eigenvectors in descending order of eigenvalues (biggest first), 
an ordered orthogonal basis can be produced. This enables us to determine which directions in which the data set 
has the highest concentrations of energy. 
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4.3. Feature Extraction with PCA 
Principle Component Analysis (PCA) is a popular feature extraction technique in data research. Using PCA, one 
can project data into a new subspace of equal or less dimensions by identifying the eigenvectors of a covariance 
matrix with the highest eigenvalues. In real life, PCA creates a new dataset with (ideally) less than n features from 
an n-feature matrix. To put it another way, it does so by generating a new, smaller set of variables that manage to 
capture a sizable amount of the data present in the original features [17]. Nevertheless, as explaining the idea of 
PCA is a task best left to others, the purpose of this tutorial is to show PCA in action. 

Principal Components Analysis (PCA) analysis here, selected PCA because, when applied to connected 
characteristics, it yields good results. Since we are working with test qualities for the detection of heart disease, 
PCA was our choice. It looks for patterns in the data set and evaluates how each attribute differs and how similar 
it is. It is an effective data analysis tool. The UCI repository's data collection on heart illness was chosen. The 
initial set of data and its mean are selected. A covariance matrix is constructed. The Eigen vectors and Eigen 
values are subsequently chosen using the covariance matrix. The eigenvector with the highest Eigen value is the 
main element of the data set on heart disease. It shows how the data attributes are most strongly related to one 
another. The Eigen values have an ascending order. The most important data are selected, and the least important 
ones are eliminated or thrown away. By doing this, data with higher dimensions are reduced to data with smaller 
dimensions [18]. A sample data set on heart disease is selected from 500 data sets. In order to diagnose cardiac 
disease, several aspects are taken into account. 

5. PERFORMANCE EVALUATION 
The suggested hybrid model is divided into three stages: preprocessing was done in the first research phase, and 
AKSVM was attained in the second. In the third phase, the genetic optimization technique is put into practice. In 
the last stage of the suggested model, the classification of heart disease is predicted [19]. By computing the 
conventional metrics of accuracy, precision, sensitivity, specificity, and F-measure, the three approaches' 
executions were evaluated using the Confusion Matrix predictive classification table. 

To distinguish the instances of different classes the confusion matrix acts as a valuable tool for evaluating the 
algorithms. It reveals the amount of correct and wrong predictions prepared by the model compared with the 
actual categorizations in the dataset. True Positive (TP) and True Negative (TN) are helpful to identify, when the 
algorithm is generating the actual data [20]. The parameter for the evaluation measure such as False Positive (FP) 
and False Negative (FN) are used to know, when the classifier is producing the faulty information. 

 Accuracy: It is the proportion between the quantity of right predictions and complete number of predications. 𝑎𝑐𝑐=𝑇𝑃+𝑇𝑁𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁  (equ. 6) 

 Precision: It is the proportion between the quantity of right positives and the quantity of true positives in 
addition to the quantity of false positives. 

(𝑝)=𝑇𝑃𝑇𝑃+𝐹𝑃   (equ. 7) 

 Recall: It is the proportion between the quantity of right positives and the quantity of true positives in addition 
to the quantity of false negatives. 𝑟𝑒𝑐𝑎𝑙𝑙=𝑇𝑃𝑇𝑃+𝐹𝑁   (equ. 8) 

 F-score: It is known as the consonant mean of precision and review. 𝑎𝑐𝑐=112(1𝑝+1𝑟)=2𝑝𝑟𝑝+𝑟  (equ. 9) 

. 
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5. CONCLUSION 
This paper presents a heart disease diagnosis methodology that, in the first step, extracts a feature subset using 
principal component analysis (PCA). The selection of the main components is accomplished through parallel 
analysis. Three UCI datasets are used: Cleveland, Hungarian, and Swiss. For Cleveland, Hungarian, and 
Switzerland, the proposed feature extraction using principal component analysis (FE-PCA) methodology 
produced feature subsets with dimensions reduced by 70%, 62%, and 70%, respectively. FE-PCA is used for 
extraction, resulting in the classification of suspected heart disease instances into heart disease patient and normal 
subject classes. As evaluation metrics, accuracy, sensitivity, and specificity are used. In comparison to the 
existing technique, the proposed FE-PCA technique performed well across all three metrics. Experiment results 
are also presented, and their statistics increased our confidence in the proposed technique. 
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