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ABSTRACT 

There are many literary and general writings in the under-resourced language of the Brahui. To build the Brahui 

text corpus, a variety of books, magazines, and online resources are accessible. No appropriate and useful text 

corpora are generated and made available online for the study, linguistics analysis, language feature analysis, 

and information retrieval systems. Current challenges include a lack of resources for computational linguistics 

research and NLP applications for the Brahui language. However, we developed the Brahui text corpora as text 

resources for researchers, Natural Language Processing (NLP) specialists, and computational linguists. The 

Brahui text corpus is developed using books, magazines, and social media platforms. The prosperity of the Brahui 

text corpus, characterized by its extensive and complex terms, provides a comprehensive foundation for advanced 

linguistic analysis. The 3-gram technique of the N-gram model is used to build and analyze the Brahui text corpus 

using the Document Term Matrix and TF-IDF models. These analyses have proved the significance of the corpus 

for information retrieval. This Corpus may be used for studies on Topic modeling, Word2Vec, sentiment analysis, 

aspect-based cluster analysis, semantic analysis, and machine translation systems. To fully comprehend and 

make better use of the Brahui text corpus in NLP and computational linguistics, future research should also 

investigate more complex language aspects and advanced computational methods. 

Keywords: The Brahui language, NLP, Text Corpus, Machine Translation, Computational linguistics, DTM, and 

TF-IDF. 

1. INTRODUCTION 
The Brahui language is one of the oldest languages of Pakistan. It comes under the Dravidian group of languages 
[1]. In the Balochistan province of Pakistan, the Baloch and Brahui tribes mainly speak the Brahui language as a 
Dravidian language; approximately 2.57 million people talk to Brahui as their mother tongue [2]-[3]. Language is 
generated from the collection of symbols that apply to spoken and written forms of language. Communication and 
business transactions are fundamental resources of human society. People use languages to communicate their 
ideas, values, and resources [4]. Only a few languages have the opportunity to make vast amounts of text corpus 
available [5]. Around 6,800 active languages are worldwide [6]. Like other human challenges, language is a 
product of evolution and is a problem for people. Many poor resource languages are still not targeted by the 
Natural Language Processing community. This is much more challenging to develop a corpus for such languages 
[7]-[8], and [9]. The Brahui language currently lacks NLP-ready resources for researchers, even despite its 
expanding online presence across blogs, websites, and social media. On the internet, the Brahui is often used. 
There are more and more Brahui blogs, literary websites, online news sites, and discussion forums daily. The 
second most common written and spoken language in Balochistan, a province of Pakistan after Urdu, is the 
Brahui language. Still, no resources are available for NLP researchers despite its widespread online usage for 
evaluating Language characteristics and variation analysis; a text corpus is mandatory [10].  Text corpora are 
essential to natural language processing (NLP) because they offer the baseline information required for 
developing and evaluating language models, enabling the development of accurate and useful NLP tools. 
Essential resources like digital lexical databases and linguistic corpora, which are required for language analysis 
and variation research are unavailable for the Brahui language a significant research gap that this study attempts 
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to address. The Brahui language processing tools, including extensive computerized lexicons and linguistic 
corpora, are still in the early stages of development [11]. The scripts used to write the Brahui include Perso-
Arabic, Devnagri, and Roman (Sindhi). The Brahui writings are typically written in Perso-Arabic style   [12]. 
There are currently no resources for the Brahui language, such as extensive computational lexicons or linguistic 
corpora. The lack of this information prevents the development and optimization of algorithms specifically 
designed for Brahui, which severely impedes NLP research. The problems associated with developing corpora are 
data collecting, annotation, and the requirement for linguistic and computational skills, which are particularly 
challenging for languages with limited resources. The absence of these resources pushes the Brahui language 
closer to being endangered. Numerous academic institutions and people aim to create linguistic corpora for the 
various Pakistani languages [13]. It becomes more precise and scientific through the process of linguistics. In 
addition to studying grammar, linguistics is a scientific study of a language that helps people learn its features, 
improve their communication skills, and comprehensively understand its features and purposes. The theoretical 
and applied components of a language are addressed by computational linguistics, which uses a variety of 
computational applications to solve and concentrate on human language problems and academic issues; languages 
present both cognitive issues and practical difficulties. The advancement of computational linguistics and the 
natural language processing process has made it easier for people from diverse nations and cultures to understand 
one another's languages. Recent improvements include text segmentation, text analysis, information retrieval, 
Machine Translation, syntactic parsing, etc. Natural language processing and computational linguistics research 
and developments have made them possible  [14].  Languages around the world with limited access to 
technology, like the Brahui language, are inspired by these advances and research projects. The Sindhi language 
has linguistic issues, which the authors evaluated and analyzed [15]-[16]. In the same way, much more studies 
have been done on the English language [17]. As a result, there are a lot of NLP materials for English that are 
inappropriate for other languages, including Brahui, Urdu, and Sindhi. Languages written in the right hand are 
essential for machine learning, deep learning, and NLP applications. The Brahui language uses an Arabic-Persian 
script and is the right-hand side of the written language [16]. On the World Wide Web (www), just a few 
websites, news channels, and social media pages are accessible. We desire to fill the gap in Brahui's digital 
resources with this corpus and offer a strong basis for various Natural Language Processing (NLP) applications. 
 The development of language corpora has enabled the advancement of NLP activities. Significant progress has 
been made in natural language processing tasks such as part-of-speech tagging using corpora developed 
specifically for morphologically rich languages like English.  Similarly, researchers and developers may develop 
powerful natural language processing tools and applications customized to this unique language using a text 
corpus written in the Brahui language. For Brahui, this new corpus could significantly accelerate the advancement 
of NLP. Researchers may use this type of corpus for a variety of tasks, including sentiment analysis, topic 
modeling, aspect-based cluster analysis, sentiment embedding[18], (Word2Vector), and machine translation [14]. 

2. OBJECTIVES AND SIGNIFICANCE OF THE STUDY 
In this way, we aim to support the preservation and restoration of the Brahui language by providing access to this 
text corpus.  By providing this resource, the study bridges the way for natural language processing advancements 
for other under-resourced languages of the world. This initiative also provides the path and a way forward for 
advancements, of the Brahui language in future research and a motivation for the other under-resourced 
languages. This newly developed text corpus could serve as a foundation, for languages facing resource 
constraints and development advancements in language and technology on a broader scale. Such as information 
retrieval, Machine Translation, Text summarization, and computational linguistics often suffer from insufficient 
data for under-resourced languages, in the same way, The Brahui text corpus has been annotated using various 
NLP techniques for several purposes, such as TF-IDF and DTM. 

3. RELATED WORK 
This section covers studies on the use of TF-IDF and Document Term Matrix approaches for language analysis 
with a particular focus on text data sets. Recent developments in machine learning and natural language 
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processing have made language analysis through resources more and more common. Linguistic experts have 
found that corpus-based studies are a great resource for studying languages with limited resources. Research on 
languages like Cebuano demonstrates how corpora can be used to analyze linguistic features [19]. Studying 
endangered Uralic languages, like Udmurt shows how the development of a corpus for a language can help 
describe patterns for revitalization of these languages [20], [21]. To bridge the linguistic gap of computing 
resources, researchers have developed a text corpus for the Yoruba language using textual data. This approach has 
enabled the development of tools such, as analyzers and part of speech taggers [22]. They provided a summary of 
the methods used in analyzing languages, with limited resources. They discussed the application of methods such 
as TF IDF, in text analysis as well as the challenges and strategies involved in building text datasets [23]. The 
researchers developed a collection of texts, in the Hausa language. Applied DTM and TF IDF for quantitative 
linguistic analysis. Their study demonstrated the effectiveness of these methods in extracting insights, from data 
[24]. They developed a collection of Pashto text. Applied TF IDF to study the frequency of phrases. Their 
findings show how TF-IDF could enhance the development of language materials, for low-resourced languages 
[25]. A thorough examination of the applications of (DTM) in linguistics plays an important role, such as topic 
modeling and text clustering. Their study provided insights into the use of DTM, in linguistic analysis.[26]. The 
primary goal of the study was to develop a collection of Gujarati texts corpus and the authors used TF IDF to 
evaluate the significance of terms. Their research highlighted the role of these methods in handling language 
study[27]. The author's study introduced an approach, to analyzing text data by applying TF IDF and DTM 
methods. Their results demonstrated these techniques' effectiveness in capturing linguistic patterns [28]. The 
research focused on the analysis of the language corpus using TF IDF and DTM. Their study illustrated these 
methods' effectiveness in handling text collections and identifying linguistic characteristics [29]. In this study, a 
dataset, for the Punjabi language was developed. TF- IDF was used for assessment. The study also highlights the 
importance of such methods, in researching low-resource languages[30].  In this study, the researchers applied 
(DTM) to analyze a collection of Korean text corpus. The findings show the capability of DTM to detect the core 
themes within text datasets[31]. This study shows how collections of texts can assist in preserving languages by 
developing text corpus. Over the past few decades, electronic repositories of semi-real texts, known as corpora, 
along with methods, for analyzing them have offered valuable insights into language structures[32]. In recent 
years, there have been changes in the understanding of language instruction due to the expanding technology and 
the widespread acceptance of the internet. Using study materials known as corpora a collection of machine-
readable authentic texts (including transcripts of spoken data) that is sampled to be representative of a particular 
language or language variety corpus linguistics is a cutting-edge approach to language analysis [33]. The 
application of corpus linguistics extends from language study to include learning a language [34]. Users may 
express and evaluate their opinions using text, which is a popular and effective technique[35]. Appropriate tools 
and approaches are required for proper corpus development. The processes involve data collection, annotation, 
and analysis of data [36]. Data gathering, linguistic processing, basic corpus cleaning, and corpus evaluation are 
the four important processes in producing and studying corpora. Use a multilingual corpus to comprehend the 
diversity and complexity of the languages. The Corpus can be categorized polarity- and topic-wise [37]. 
 Conducted their research on building and analysis of corpora in the Urdu language. The system for cluster 
analysis was successfully trained using the K-means machine learning technique as a result [38]. These studies 
show how important corpora are to the growth of any language and language modeling. The Brahui language has 
a complex morphology and grammar, just like Arabic and Sindhi. Thus, developing a text corpus and analyzing 
its contents is to address the Brahui language's computational linguistics issues. The development of the Brahui 
text corpus is a great attraction for the NLP community to work on the Brahui language development and its 
analysis and make it safe from being an endangered language. To develop and analyze the Brahui text corpus for 
linguistic variance. There are several fields of language study where TF-IDF and DTM are applied. The TF-
DF is useful for finding typical vocabulary in languages as demonstrated by studies examining the Yorùbá langua
ge [39]. As shown in research on Udmurt, DTM visualizations assist in highlighting word co-occurrence patterns, 
helping language analysis [40]. The application of TF-IDF to text summarization and topic modeling is 
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investigated in the Cebuano study [41]. while demonstrating the adaptability of TF-IDF and DTM when used for 
sentiment analysis in Hindi text [42]. Finally, the study conducted by Johnson and Brown concentrated on the 
usage of DTM and TF-IDF in the analysis of the Yoruba language text collection. Their research shows how 
useful these techniques are for computational linguistic analysis[43]. Table 1 summarizes the Corpora Project, 
including its initiation, duration, and accomplishments. It likely delves into details about how the project built its 
language corpora and how it chose the data it included [44]. 

Table 1: Development of language corpus for South Asian languages 

S# Language Started Closed Output 

1 Urdu, Sindhi, and Kashmiri 1992 1995 3 million words corpus for 
each language of the group 

2 English, Hindi, and Panjabi -do- -do- -do- 
3 Marathi and Gujarati -do- -do- -do- 
4 Sanskrit -do- -do- -do- 
5 Tamil -do- -do- -do- 
6 Bangali -do- -do- -do- 

2.1 The Brahui Text Corpus 
The majority of people on the globe are using the Internet, and Industry 4.0, which will completely transform how 
businesses operate, is rapidly approaching. One of the key performance indicators has been considered to be the 
ability of tools and applications to transfer data in real-time across the internet. The Internet makes it possible to 
gather and distribute data to assess the effectiveness and shortcomings of its developers and operators. These data 
can be, by definition, social media, scientific, biological, or operational, demonstrating the diversity of various 
datasets. News headlines, tweets, social media posts, blog entries, user comments, news stories, scientific articles, 
and other sources are some of the many sources that provide textual information [45] The study of language using 
naturally occurring language samples is known as corpus linguistics; analyses are often performed on computers 
using particular software. Therefore, corpus linguistics is not a theory of language but a technique for gathering 
and analyzing data both statistically and qualitatively [46]. Language corpora typically consist of a significant 
number of representative samples taken from texts that cover a variety of linguistic domains and language 
variations [47]. Any language's Corpus might have a significant role. A text corpus is a substantial collection of 
texts or information for linguistic study [48]. As a result, important information offers lexicographers, 
grammarians, and other individuals interested in languages an excellent description of a language. Information on 
morphology, syntactic parsing, lexicon structure, semantics, pragmatics, and other language elements is obtained 
via Corpus analysis. The Corpus can be utilized for many different tasks, such as information retrieval, pattern 
recognition, speech recognition, machine translation, Word-to-vector analysis, vectorization, dictionary, text-to-
speech, feature extraction, synthesis analysis, and speech-to-text recognition, text parsing, text tagging, machine 
learning, morphological analysis, cluster analysis, classification, and WordNet. Less research has been conducted 
on the Brahui language and its text corpus.  Kanpur an organization was given the task of developing tools for 
language processing and machine translation from English to Indian languages[49]. The usage of general corpora 
in language studies has been and continues to be significant. The annotation feature of general corpora 
significantly increases its usefulness for theoretical linguistic analysis [50].  For under-resourced languages, 
building language resources like parallel corpora, language models, and linguistic descriptions is a major 
problem. Building language resources, such as parallel corpora, language models, and linguistic descriptions, is a 
major problem for languages with low resources. [51]. Since morphologically rich languages have such a huge 
variety of word forms and sentence structures, their computational complexity rises rapidly [52]. Thus, 
developing linguistic resources like corpora to support these languages is important. The resources ought to be of 
the highest standard and show diversity in terms of language. Given the difficulties of developing resources for 
languages with insufficient resources, this is not an easy task[53].  with word forms and syntax developing and 
analyzing the corpus requires strong efforts [54].This collection includes books, articles, newspapers, and digital 
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media materials written in the Brahui scripts. The analysis of the Brahui text corpus involved methods like DTM 
and TF IDF to identify aspects and patterns, within the corpus. Effective techniques, like DTM and TF IDF, are 
very best, for analyzing text collections especially when dealing with under-resourced languages[55]. This 
research has taken a significant step toward the development of the Brahui text corpus, its computational analysis, 
and the preservation of the Brahui language. When it comes to bridging this gap and focusing on the development 
and analysis of the Brahui text corpus, the lack of an appropriate Brahui text corpus and research work is a 
significant drawback of NLP. The Brahui text corpus was developed, and its linguistic variance was examined in 
this study. The newly developed text corpus is available on https://github.com/Naseerbajoi/the-Brahui-Corpus   
for the researchers belonging to the NLP community by just sending an official email. 

2.2 Development of Brahui Text Corpus 
For the development of the Text corpus, several methods are used to generate the text corpus. The texts have been 
compiled from the Brahui books and magazines. Tokenization of the Brahui text corpus is performed. The 
construction of the blowdown figure declares the process of building the Brahui text corpus, which starts with 
problem understanding and ends with the TF, IDF Technique. 

 
Figure 1 Depicts the process of developing the Brahui text Corpus. 

The steps involved in developing the Brahui text corpus are shown in Figure 1. First, information is taken from 
the Brahui Dataset. Continues by preprocessing the data. Word tokenization divides the text into words after that 
Vectorization is used to transform the data into representations. Subsequently, DTM and TF IDF approaches are 
used to extract significant features. Finally, word sequences are captured by using N-grams. These steps together 
play a role, in developing the Brahui text corpus. 

2.4 Document Term Matrix (DTM) 
The base of text mining applications is the Document Term Matrix (DTM). A set of documents is shown as a 
matrix, with rows denoting the documents and columns denoting distinct terms [56]. The mathematical formulas 
related to the development and management of DTMs are explained [57]. 

2.4.1. DTM Construction 
Construction of Document Term Matrix (DTM) 

Equation 1:  

where: 

https://github.com/Naseerbajoi/the-Brahui-Corpus
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 DTM (i, j) represents the weight of term j in document i within the DTM matrix. n(i, j) represents the number 
of occurrences of term j in document i. 

 |d_i| represents the total number of terms in document i. 

 TF (i, j) represents the Term Frequency of term j in document i (n(i, j) / |d_i|). 

 IDF(j) represents the Inverse Document Frequency of term j (refer to relevant literature for IDF calculation). 

A Document Term Matrix (DTM) is a matrix with dimensions |D| x |V|, where |D| is the total number of 
documents in the collection and |V| is the total number of unique words across all documents.  Each cell in the 
DTM, DTM (i, j), represents the weight of the term j in document i. [58].  Common weighting schemes include 
Term Frequency (TF), Normalized Term Frequency (TF-Norm),  [59]  and Term Frequency-Inverse Document 
Frequency (TF-IDF) [60]. 

2.4.2. DTM Operations: 
The DTMs can be tested with several mathematical operations that analyze term distributions and document 
relationships. Document Similarity Based on term vectors in the DTM, cosine similarity is a commonly used 
metric to assess how similar two documents are to one another. Cosine Similarity (d1, d2) = (DTM (d1, :) * DTM 
(d2, :)) / ||DTM (d1, :)|| ||DTM (d2, :)||. where: d1 and d2 represent document indices. * Denotes element-wise 
multiplication. || . || denotes the L2 norm (Euclidean norm) of a vector. Term Frequency-Inverse Document 
Frequency (TF-IDF) Matrix: As mentioned earlier, the TF-IDF weighting scheme incorporates both TF and IDF 
to capture term frequency and document-level importance. The formula for calculating the TF-IDF matrix was 
provided previously [60]. Principal Component Analysis (PCA) is one technique that can be used to reduce the 
dimensionality of DTMs without missing important information. This could increase the effectiveness of 
computing for future studies [61]. Using the TF-IDF technique, the Corpus's characteristics and weight 
demonstrate the term significance [62]. Text corpus analysis is a vital area of the natural language process since 
numerous organizations concentrate on the text corpora of various languages for various purposes. There are 
many places where the Brahui language is spoken, read, and written. On social media platforms, the Brahui 
people express their ideas on numerous things, people, and issues, and several blogs are developed in the Brahui 
language. As a result, the Brahui text corpus is increasingly significant for numerous businesses, linguistics, and 
NLP research. Term Frequency is used to count the number of words in a document [63]. Not every phrase must 
be used in actual text corpora documents. The direction of all token occurrences is applied to the text corpus 
document, considered a multivariate sample. The technique of turning text corpus documents into numerical 
feature vectors is referred to as vectorization. The DTM of the Brahui text corpus is a matrix with two dimensions 
of N (14082) rows in the dataset and C (1) columns for text. The rows display the number of times each distinct 
term appears in each column of documents. In DTM, each row shows a text corpus's document. Numbers like 0, 
1, 2, 3, ........................and n are displayed on the documents. The DTM displays the frequency and availability of 
unique words in each cell. In contrast, the Matrix's rows are the Matrix's documents. N-gram is a tokenization 
technique that divides words according to the kind of token being used. Three different n-gram token types 
unigram, bigram, and trigram were used in this research. The three different n-gram kinds will be used to type 
each sentence. A unigram is a word breakdown with n = 1 or a single term in a review sentence. The n-word 
answer for the review sentence with n = 2 is bigram. While in the review sentence with n = 3, the trigram is an n-
word solution [64]. The N-gram model is utilized to develop language models, analyze language features, and 
perform other computational linguistics tasks. While the n-grams identify the following objects of n items from 
the provided text Corpus. Moreover, the grams are text items. Tri-gram, bi-gram, and uni-gram N-grams are all 
possible. N-grams are shown as having one gram, two grams, and three grams in uni-grams, bi-grams, and tri-
grams, respectively. As a result, the Brahui text's n-grams determine the order of Brahui words present in the 
Corpus. As an illustration, a Brahui sentence's (براہوئ بوُلی دنیا نا متکونو بولی سے) (the Brahui language is one of the 
world’s oldest language) Below figure 2 represents the uni-gram, the bi-gram, and the tri-gram of the text that the 
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Brahui language is one of the world’s oldest language. This Brahui text portion is divided into the uni-, the bi-, 
and the tri-gram, as reflected in Figure 2. 

2.5 The (TF-IDF) 
Due to the massive rise in data, processing structured or semi-structured data in every organization is becoming 
more difficult [33]-[34]. The mathematical framework known as Term frequency-inverse document frequency, or 
TF-IDF, is important for text mining, machine learning, and information retrieval activities [67].  It is common 
practice in data mining and information retrieval to assess word significance inside documents. Among the basic 
concepts is Term Frequency (TF), which quantifies the frequency with which a term (t) appears in a text (d): 

Equation No 2:   

The phrase Term Frequency (TF) of a term, in a text is calculated using Equation 2. To calculate this the total 
number of words, in the document (|d|) is divided by the frequency of the term 't' within that document (n(t, d)). 
This standardization makes it simpler to compare term frequencies among papers of lengths. 

Equation No 3: ) 

Equation 3 illustrates how the Inverse Document Frequency (IDF) of the word 't' is calculated across a collection 
of documents 'D'. The equation incorporates a function, log (|D| / df(t)) where df(t) represents the number of 
documents containing the term and |D| is the number of documents, in the collection. Words that are mentioned in 
documents receive IDF scores indicating their importance, within the collection. These techniques are utilized by 
TF IDF to found a weighting system. 

Equation No 4:  

Equation 4 calculates the score of a term 't', in the document 'd' using TF IDF (Term Frequency Inverse Document 
Frequency). In collection ’D,’ The result of multiplying the term’s Term Frequency (TF) within the document by 
its Inverse Document Frequency (IDF) throughout the collection is this score. Terms that are common inside a 
text but uncommon throughout the corpus are identified by TF-IDF, which makes them highly indicative of the 
content of that particular document. Although there are alternative data processing techniques or algorithms, TF-
IDF is the main subject of this research. A numerical statistic called TF-IDF can be used to determine the 
relevance of a keyword to a given document, or it can be used to provide the keywords necessary to identify or 
categorize a given document. For example, a blogger who has hundreds of contributors to his blog just obtained 
an intern whose primary responsibility is to produce fresh blog entries every day. It has been noted that interns 
frequently neglect to maintain tags, which results in a large number of blog articles being uncategorized. This is 
one of the best situations in which to use the TF-IDF algorithm, which enables bloggers to automatically identify 
their tags. Bloggers and interns will save a lot of time because they will not be concerned about tags [68], [64]. 
The Brahui text corpus's TF-IDF document terms are displayed in Fig. 5. Table 2  results of the top 6 keywords 
from all documents. 

1 RESULTS AND DISCUSSION 
Figure 2 illustrates the process of analyzing the same collection of words at varying degrees of complexity to 
identify patterns of language use. Bigrams provide often occurring word pairings, trigrams provide information 
on more intricate word combinations, and unigrams give fundamental word frequencies. This data may be used 
for sentiment analysis, machine translation, and text synthesis, among other language-processing activities. 
Consequently, The DTM development is utilized to determine the occurrence and difference of Brahui terms 
across various texts in a corpus. This demonstrates the characteristics and significance of the Brahui lexicons and 
language. Using the n-gram model where n = 3, the DTM for the Brahui text corpus is developed; as a result, the 
frequency of words corresponds to the documents present in the text corpus based on n-gram words. The 
extraction of 3 grams demonstrates the Brahui language's complexity. The use of compound terms in a number of 
the corpus documents is an essential aspect of the Brahui language text corpus. Uni-gram terms may be often 
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used. However, 3-gram words are not frequently used. The 3-gram keywords correlation to documents 
demonstrates the value of the Brahui text corpora for analysis and text mining. Due to the identification of distinct 
terms in the Brahui text corpus, DTM displays linguistic variation in Table 2 and Figure 3 as well as TF-IDF in 
Table 3 and Figure 4. 

 
Figure 2 Uni-Gram Model, Bi-Gram Model, and Tri-Gram model 

Table 2: The frequency of each Brahui word in the text corpus document is presented by the DTM 
Frequency Brahui Words Frequency Brahui Words 

 نا 10376 براھوی 1554
 متکونو 174 بولی 21
 بولی 21 دنیا 0
 سے 0 : 0

The frequency with which particular Brahui terms occur in a text or set of texts is shown in Table 2. It shows that 
the most common term is "براھوی" is the most frequent, followed by "نا". Some words like "متکونو" are less 
common, while others like "دنیا" and "سے" don't appear at all in the analyzed text. Identifying the language's usage 
patterns and prioritizing language learning efforts can both benefit from this knowledge. 

Figure 3 below displays the relative frequencies of several Brahui words within a certain context. The word "نا" 
(no/not) appears the most, followed closely by "براھوی" (Brahui) and "متکونو" (oldest). The word "بولی" (language) 
appears twice in the graph, likely representing two different occurrences or variations of the word with similar 
frequencies. The words "دنیا" (world) and "سے" (from) are the least frequent, hardly appearing at all. This implies 
that the text or dataset analyzed may have been centered on rejecting ("نا") aspects of Brahui language or culture, 
with minimal reference to the outside world or other sources. 

 
Figure 3: The frequency of each Brahui phrase in the text corpus document is presented by the DTM. 
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Table 3: TF-IDF of the Brahui words and their association with the documents 

Keywords TF-IDT 0.988883 نا 
 0.016528 متکونو 0.148096 براھوی
 0.002001 بولی 0.002001 بولی
 0 سے 0 دنیا

The significance of particular Brahui terms in a given text is ranked in Table 3 . "نا" is the most significant, 
occurring frequently, and exclusive to this text. while "براھوی" is also important but less different. " کونومت " and 
 "سے" and "دنیا" .are less significant, appearing less often and possibly being more common in other texts "بولی"
don't appear at all in the analyzed text. The words that are most important to the text's content and purpose are 
made easier for us by this analysis. 

Figure 4 below shows the TF-IDF (Term Frequency-Inverse Document Frequency) scores for several Brahui 
terms are shown in this graph. The most significant word is "نا" (no/not), indicating its singularity and 
significance to the text under analysis. "براھوی" (Brahui) and "متکونو" (oldest) also carry some weight, suggesting 
a joining to the Brahui language or a specific idea inside it. "بولی" (language) appears double with dissimilar 
scores, representative potential variations in practice or context. "دنیا" (world) and "سے" (from/with) possess the 
lowest scores, indicating that the text under analysis does not include them or that they are not as relevant. In 
general, this analysis helps in identifying the most important terms for understanding the main ideas and content 
of the text. 

 
Figure 4:  TF-IDF of the Brahui words and their association with the documents 

2 DISCUSSION AND CHALLENGES 
This study uses advanced computational techniques like TF-IDF and DTM analysis to develop a corpus of texts in 
the Brahui language and analyze its linguistic features. Over the past forty years, the field of language study has 
changed, moving from intuition-based methods to data-driven methodologies made possible by advancements in 
computing power and storage. The development of corpora, which serve as tools for language analysis, has 
caused this transformation. Improving study corpora's accuracy and reliability provides opportunities for 
advancement in languages like Brahui. Our study contributes to this expanding trend by building a corpus of 
Brahui language and using N gram analysis with TF IDF weighting. Using these methodologies, we have 
explored the statistical complexities in the Brahui language, such as analyzing the frequency distributions of 
lexicographic elements and their combinatorial arrangements. We were able to identify the most common terms 
as well as those that are more significant due to their particular context within the corpus by applying TF-IDF to 
analyze unigrams (single words), bigrams (two-word sequences), and trigrams (three-word sequences). Such 
quantitative data can prove to be extremely beneficial for a variety of natural language processing applications, 
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including machine translation that is specifically tailored for the Brahui language, sentiment analysis, and 
automatic text summarization. The developed corpus itself provides a basis for upcoming studies in computer 
language processing and Brahui linguistics. It is necessary to solve several constraints associated with the TF-IDF 
algorithm. The main drawback of TF-IDF is that it cannot distinguish between words even when their tenses are 
slightly different. For instance, it will treat "go" and "goes" as two distinct independent words; similarly, it will 
treat "play" and "playing," "mark" and "marking," "year" and "years," and so on. Because of this restriction, the 
TFIDF method occasionally produces unexpected results when it is applied [69]. Another drawback of TF-IDF is 
that it is only helpful up to the lexical level because it is unable to verify the semantics of the text in documents. 
Also, it is unable to verify word co-occurrences.  there are numerous methods for improving accuracy and 
performance [70]. Similarly, the main limitation of TF-IDF is also faced during the implementation of TF-IDF on 
the Brahui Corpus in that the algorithm is unable to recognize the Brahui words even when their tense is slightly 
changed. like it will treat "بر" and "برنگ" as two independent words, and similarly, it will treat "ھور" and "ھورنگ" 
as distinct words. This restriction means that occasionally when the TF-IDF method is used, it produces some 
surprising results. 

4. CONCLUSION AND FUTURE DIRECTION 
There are more linguistic features available for the Brahui text corpus. This study has demonstrated that the 
corpus contains a rich variety of intricate terms, providing a comprehensive foundation for advanced linguistic 
analysis. The text corpus’s characteristics are subjected to study. While initial analyses focused on a single plain 
text corpus, future research should consider a broader range of texts to capture more linguistic nuances.  On a 
single plain text corpus, analysis was conducted. The extensiveness of the Brahui texts corpus comes from the 
abundance of complicated terms. The N-gram model was essential in preparing the corpus for Document Term 
Matrix (DTM) formation and filtering significant patterns within the corpus. The N-gram model prepares the 
Corpus for Document Term Matrix creation. The Brahui texts are categorized and recognized by the DTM, and 
their frequency in various texts is displayed using the N-gram model. The TF-IDF matrix provided superior 
results. This method highlighted key terms and their importance across different documents, enhancing the 
analysis of the corpus. The Word-to-document correspondence in a text corpus is important, as demonstrated by 
the TF-IDF. The significance of the Brahui text corpus is useful for information retrieval which is confirmed by 
applying DTM and TF-IDF. This initial research provided insightful information but more research is required for 
the advancement of the Brahui language such as Advanced methods including Word2Vec, sentiment analysis, 
cluster analysis, word similarity analysis, and topic modeling are included in future work. The development and 
analysis of the Brahui text corpus are the main objectives of this initial research. These additional methods will 
offer a deeper understanding of the Brahui language. These additional analyses will significantly enrich NLP and 
computational linguistics studies, enhancing the understanding and application of the Brahui text corpus. Future 
research in these areas will build on the foundational work presented here, contributing to the broader field of 
computational linguistics and offering valuable insights for NLP applications. Future NLP and computational 
linguistics studies will benefit from the research’s contribution to the Brahui text corpora. 
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