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ABSTRACT 
Deep learning has significantly advanced the science of computer vision in recent years by delivering world-class 

results in numerous tasks which includes picture splitting, segmentation, and object recognition. In this research, 

we look at how deep learning may be used to extract additional data and characteristics from photos. We 

evaluate the performance of pre-trained convolutional neural network (CNN) models to conventional feature 

extraction techniques by employing a variety of designs and optimizers. In addition, multi-scale feature extraction 

and attention methods are applied to boost the model's effectiveness. Our tests show how deep learning may 

enhance feature extraction, with applications in a variety of industries including surveillance, driverless cars, and 

medical imaging. 

Keywords: Convolutional neural networks (CNN), Deep learning, Feature extraction, Image segmentation, 

Optimizers. 

1. INTRODUCTION 
In current era, computer vision is hugely replaced by deep learning, allowing for the creation of complex models 
that are capable of carrying out numerous tasks which includes picture splitting, segmentation, and object 
recognition numerous tasks which includes picture splitting, object identification, and image segmentation. One 
of deep learning's main benefits is its ability to automatically extract features from pictures, a crucial step in many 
computer vision jobs. In this strategy, we suggest leveraging deep learning approaches to improve feature 
extraction for computer vision. This method is predicated on the notion that we may extract more useful and 
discriminative features from pictures by using deeper and more complicated neural network topologies, which 
will increase performance on a variety of computer vision applications. 

Convolutional neural networks (CNNs) are used for feature extraction in the suggested method, transfer learning 
is used to initialise the CNNs with pre-trained weights, and data augmentation is applied to increase the diversity 
of the training dataset. On the way to enhance the performance of the CNNs, we also suggest using cutting-edge 
methods like multi-scale feature extraction and attention mechanisms. 

We assess the proposed approach on  numerous tasks which includes picture splitting, segmentation, and object 
recognition and picture classification, comparing its performance to that of traditional feature extraction methods. 
The suggested method is anticipated to have several computer vision applications, including those in fields like 
surveillance, autonomous cars, and medical imaging. 

Deep learning has been a powerful technique in computer vision over the last several years, allowing the 
development of intricate models that can perform a number of tasks including image segmentation, object 
detection, and picture categorization. But feature extraction, an essential step in many computer vision 
applications, continues to be a difficult challenge. The capacity of traditional feature extraction techniques, such 
as hand-crafted features, to extract relevant and discriminative features from photos is constrained. As a 
consequence, more sophisticated methods are required to efficiently extract characteristics from pictures and 
enhance computer vision jobs.This study's goal is to develop and assess a deep learning-based method for 
improved feature extraction for computer vision applications. 

2. BACKGROUND RESEARCH 
Jiang et al. [1] divided feature extraction methods into four groups: machine learning-based statistical methods, 
methods based on human expert knowledge, and methods based on the local and global structures of images. 
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Ismael, Mohammed, Hefny, and others [2] suggested a model with many steps, including data collection, pre-
processing, visualisation, model development, training, and assessment. This research adopts a similar 
methodology. 

A technique for categorising normal instances from AD cases using a computer-aided brain diagnostic (CABD) 
system was suggested by Acharya, Fernandes, Weikoh, et al. [4]. The technique extracts characteristics from brain 
pictures using feature mining techniques including CuT, CWT, EWT, and ST. The technique has a high degree of 
accuracy and could aid in the early detection of AD. 

S. Patil and S. R. Patil. For secure access and security, respectively, et al. [5] offered the conventional technique 
and the biometric approach. The biometric technique is utilised when the primary goal is security, while the 
conventional approach is employed in applications that need secure access. 

He, Paoletti, Haut, Fang et al. [6] proposed a system for classifying hyperspectral images using a two-step 
approach involving dimensionality reduction and feature extraction. The method exploits spatial and spectral 
information and can potentially enhance the accuracy of hyperspectral image seggregation. 

A deep learning-based interactive medical picture segmentation approach was suggested by Wang, Zuluaga, Li, 
Pratt, et al. [7] that increases segmentation accuracy and decreases user involvement for greater accuracy. 
Convolutional neural networks (CNNs) are included into the pipeline for segmenting data using bounding boxes 
and scribbles. 

In their technique for classifying brain tumours, Varuna Shree, Kumar, and colleagues [9] included preprocessing, 
segmentation, region-growing, morphological operations, feature extraction, and a probabilistic neural network 
(PNN) for classification. The technique was very accurate and may help in the detection and management of brain 
tumours. 

A approach for classifying brain tumours was developed by Gumaei, Hassan, Hassan, et al. [10] utilising a hybrid 
feature extraction method that incorporates the Gist descriptor with the PCA-NGIST method. The technique has a 
high degree of accuracy and may help with brain tumour identification and therapy. 

3. METHODOLOGY 
Collect and pre-process the dataset: Collect a dataset of images and annotations (if available) for image 
segmentation. Pre-process the dataset by resizing, normalizing, and splitting it into training and testing sets (Data 
Augmentation) 

Define the model architecture: Choose a suitable deep learning model architecture, such as U-Net, Mask R-CNN, 
MobileNetV2 for image segmentation. 

A series of pooling and convolutional layers are used to extract information from the input image. Then, up 
sampling layers are used to increase the feature maps' resolution. 

Train the model: Use the pre-processed dataset to train the model using a suitable optimizer and loss 
function. (Adam optimizer and Sigmoid function) 

Use the testing set to assess the performance of trained model's wrt precision and intersection over union (IoU). 

Fine-tune the model: If the model does not perform well, fine-tune the model by adjusting the model 
architecture, hyperparameters, or by collecting more data. 

Apply the model to new images: Once the model is trained and fine-tuned, it can be applied to new images 
for segmentation. 

Post-processing: Perform any necessary post-processing on the segmented images, such as removing small or 
disconnected regions. 
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Evaluation: Evaluate the model's performance in comparison to the real world or other models. 

Deployment: Once the model is performing well, it can be deployed on an edge device or cloud. 

 
Figure 1 Process Flow 

 
Figure 2 Representation of Architecture 

We use the following pre-trained models for our customization and performance analysis: 

1. Resnet50 

2. MobileNetV3 
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3. Resnet_V2 

4. Inception_V3 

5. Inception_ResentV2 (Hybrid) 

3.1. Optimizers 

Adam optimizer: 

Artificial neural networks are trained using the optimisation method Adam (Adaptive Moment Estimation). 
Precisely its a combination of two other optimization algorithms, RMSprop and momentum. The key idea behind 
Adam is to use the first and second moments of the gradients to update the parameters of the neural network. 

 

 

 

 

 

 represents the value of the current parameter, represents the gradient of the current time step, and is the first-
order moment respectively and the attenuation coefficient of the second moment; (epsilon) is a small constant 
used to avoid division by zero. represents the number of time steps, represents the learning rate at the current time 
step, and represents the first-order moment estimation and second-order moment estimation of the gradient, 
respectively. 

Stochastic Gradient Descent (SGD): 
Stochastic Gradient Descent (SGD) optimisation algorithm is frequently used  in machine learning to update a 
model's weights as it is being trained. It operates by updating the weights based on a mini-batch, or a small 
portion of the training data, that is used to compute the gradient of the loss function with respect to the weights. 

Formula: 

 

 is the weight vector of the model.  is the learning rate, which determines the step size taken during the 
weight update.  is the gradient of the loss function with respect to the weights, computed on a mini-batch of 
training data. 
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4. IMPLEMENTATION 

Pre-processing of the data: 

 
Figure 3: Data augmentation 

Custom Layers while building the model: 

 
Figure 4: Added a combination of custom layers to the pre-trained model 
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Figure 5: Summary of the built model 

Performance Metrics: 

Performance metrics of machine learning are used to predict  the accuracy and a model’s effectiveness. The 
specific metric used depends on the task and the type of model. Some common performance metrics used in 
machine learning are: 

Accuracy: This statistic determines the portion of examples in a dataset that are properly categorised. Although it 
is often used for classification tasks, it is not necessarily the optimal measure to employ since it may be deceptive 
when the dataset is imbalanced 

 

Precision and Recall: While recall gauges the ratio of positive forecasts accuracy among all original positive 
occurrences, precision scales the ratio of accurate positive forecasts among all positive forecasts. These metrics 
are used to evaluate how well categorization algorithms perform. 

 

 

 

Mean Squared Error (MSE) and Mean Absolute Error (MAE): Regression models' performance is assessed 
using these metrics, where MSE represents the middling squared difference among the predicted and actual units 
and MAE indicates the typical absolute difference. 
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5. RESULTS AND DISCUSSION 

For each pre trained model extracted from the resource, the following steps are performed for training and 
performance evaluation: 

1. Importing the dataset. 

2. Performing data augmentation and pre-processing. 

3. Building the model with the help of transfer learning and image processing techniques. 

4. Compiling and training the built model. 

5. Conducting performance analysis 

Initially, all the mentioned models were built with Stochastic Gradient Descent (SGD) optimizer and compared. It 
was observed that Resent50 and MobileNetV3 perform well with small and considerable size datasets. Therefore, 
further analysis was performed on these two pre-trained models using the Adam optimizer. It was concluded that 
both the models perform very well with the combination of our image processing layers. 

Table 1: Metrics using SGD optimizer 
NO. ARCHITECUTRE EPOCH LOSS ACCURACY VAL_LOSS VAL_ACCUR

ACY 

1 Inception V3 50 0.6798 0.8836 0.6229 0.8972 
2 Mobilenet_v3_large_

100_224 
50 0.6407 0.8966 0.5933 0.9069 

3 Resnet_v2_152 20 0.78 0.8257 0.6832 0.8653 
4 Inception_resnet_v2 30 0.7415 0.8521 0.6739 0.8597 

Table 2: Metrics using Adam optimizer 
No. Architecture Epoch Loss Accuracy Precision Recall MSE MAE 

1 Mobilenet_v3
_large_100_2

24 

100 0.4858 0.9688 0.6765 0.9818 2.6410 1.2907 

2 Resnet50 100 0.4769 0.9747 0.2250 0.9993 11.9335 2.7894 

 
Figure 6: Loss with SGD optimizer 
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Figure7: Accuracy with SGD optimizer 

1. Resnet50 - Using Adam optimizer 

Performance Evaluation of Resnet50 

 
Figure 8: Loss metric 

 
Figure 9: Accuracy 
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Figure 10: Precision 

 
Figure 11: Recall 

 
Figure 12: Mean Squared Error 
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Figure 13: Mean absolute Error 

2. MobileNetV3 with Adam optimizer 

 
Figure 14: Loss metric 

 
Figure 15: Precision 



ISSN: 2633-4828  Vol. 6 No.1, January, 2024  

 

International Journal of Applied Engineering & Technology 
 

 

Copyrights @ Roman Science Publications Ins.  Vol. 6 No.1, January, 2024 

 International Journal of Applied Engineering & Technology 

 

 102 

 

 
Figure 16: Recall 

 
Figure 17: Mean Squared Error 

 
Figure 18: Mean Absolute Error 
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Accuracy vs Loss graph 

Resnet50: 

 
Figure 19: Accuracy vs Loss (Resnet50) 

MobileNetV3: 

 
Figure 20: Accuracy vs Loss (MobileNetV3) 

6.CONCLUSION AND FUTURE WORK 

After conducting extensive research and testing with various pre-trained models, it has been proven that transfer 
learning is a highly effective method for improving object detection models, particularly when combined with 
customized image processing layers. This study reinforces the idea that artificial intelligence models can be easily 
tailored to meet our specific needs. Moreover, the paper proposes a combination of image processing layers and 
their corresponding optimizers to enhance the performance of existing pre-trained models. 
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