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ABSTRACT 
Food security is very important nowadays with the rising impact of global warming, climate change, and 

overpopulation. In such a critical situation food shortage can have a huge impact on all of us. One of the 

challenges to this food security is plant diseases. Early detection of these spreadable plant diseases can limit the 

damage of their impact. Normal plant disease and evaluation is generally slow and not very efficient in 

containing the spread. The data collected are not centralized to have a clear view of the disease spread. This 

paper aims to solve those problems by proposing a highly accurate and efficient deep learning model stored in 

the cloud along with a centralized database to store the disease spread along with their location and mapping of 

the spread of the disease in a map. The research explores the use of the convolutional neural network (CNN) for 

the classification and identification of diseases using an open dataset of both diseased and healthy plant leaf 

images. In this paper, we have compared our deep learning model with another already existing pre-trained 

model for accurate plant disease recognition. Their performances were examined and it was found that our model 

built on top of the EfficientNet outperformed the other existing models with an astonishing 99.82% accuracy. 

Once this plant disease identification has been done, we can use the geotagging to identify the location for 

identifying the spread of the disease. This paper highlights the huge potential of using the EfficientNet model with 

transfer learning in plant disease classification to offer an effective model with high accuracy with reliability and 

also provide a view of the spread of the disease. 

Keywords: Convolutional Neural Network, Image processing, Plant Disease Classification, Deep Learning, 

Visual symptoms, Geo-tagging, Transfer Learning 

1. INTRODUCTION 
Every country be it a developed country or developing country would have had agriculture as its backbone 
initially as it serves as the food security and also as an employment generator. The goods produced from the 
agricultural sector later would help propel the economy of a nation by leading to the development of the 
secondary and tertiary sectors of the country. This shows how important the agricultural sector also known as the 
primary sector is important for any country. 

Any issues in this industry would be catastrophic for not only the people but also the economy dependent on it. 
This crucial industry faces many challenges that need to be addressed and yet this industry uses primitive outdated 
methodology still which is not very effective in this current world with modern challenges. 

One of the modern problems that this industry faces is global warming which causes climate change and 
indirectly causes sudden outbreak of many plant disease outbreaks which have a huge impact and even threaten 
the food security of many nations. Yet such problems are not faced or solved properly due to the lack of proper 
utilization of modern technology in this sector. 

The method used to currently identify plant disease is by manually checking the plants and leaves individually 
which is time-intensive and manually expensive. Also, this method is only effective if the identifier knows about 
all the existing diseases of the plant. When he is met with a new variety of plant diseases, he might not be able to 
identify the disease in a short period before the disease spreads to all plants in the field. Due to the lack of early 
identification and mapping the disease can spread to vast lands and impact the agricultural output of the whole 
region. 
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These plant diseases may be due to several factors including climate change and global warming but also other 
factors including pathogens and biotic factors. Climate change is responsible for the changes in abiotic factors 
such as temperature, water, and soil health, which have a huge impact on plant defense and are often irreversible. 
Hence there is a huge need to immediately classify diseases with high accuracy and reliability to solve them, and 
contain them to minimize the impact of plant diseases on the agricultural sector of the economy 

Plant diseases affect the quantity and quality of the crops produced which can affect the consumers who consume 
these products and also the reduced quantity can affect the livelihood of the people who depend on this sector as 
their only source of income. 

Hence it is important to identify such diseases in their early stages and map their spread to minimize their impact. 
With technology improving every day we can use many new technologies to solve such problems. The deep 
learning field has shown promising outcomes in solving these new problems. 

This field has however had its challenges such as it is relatively new and to develop such a model, we need a very 
vast set of datasets which must be of top quality, and the computing resources to train this model on. Also, they 
must be reliable, efficient, and accurate enough to be used on a large scale and be commercially viable. 

The goal of this research is to build such a model with all the requirements and compare it with previous models. 
This study includes a large and diverse dataset of images to compare the effectiveness of this model. This paper 
aims to improve the performance of the model with proper development and use deep learning algorithms to 
improve the model and reduce human dependence to create an efficient model, and also deploy that model in the 
cloud so that it can be accessed easily from anywhere via proper internet and the data of the disease collected can 
be used to map the spread of the disease for early diagnosis and containing the spread of the disease. 

2. RELATED WORK 
The traditional way to classify plant diseases has been slow, time-consuming, and labor-intensive and not being 
able to find and fix these issues can affect the output of the produce. There have been several research in this field 
previously and we will look at what has been previously done. 

Ahmed et al. [1] developed a model which has an accuracy of around 98.1% approx. and was trained with a large 
dataset. However, the model they developed had a huge size of around 10mb which could have been less as the 
size of the model plays a huge part in integrating the model into technologies such as Drones and the IoT field. 

Arsenovic et al. [2] built a CNN model for plant disease classification using real-time photographs from real 
environments with different environmental scenarios such as in different lighting conditions and angles. They 
have generated 93.6% accuracy. 

Kim et al. [3] built a CNN model for an apple leaf image classification model using the dataset from Plant Village 
and achieved an accuracy of 92.4%. 

Ulutas et al. [4] built a model to train on the Plant Village dataset and their model when compared to other pre-
trained models such as DenseNet and ResNet achieved around 94.5% accuracy. This model was both fast and 
efficient. 

Yang et al. [5] showed how CNN models can help farmers in the diagnosis of diseases by analyzing images of 
sick plants and images of healthy plants. In addition, he put forward a proposal to develop a model that can be 
used to distinguish diseased and healthy leaves using image processing during the preprocessing stage of model 
development. 

Zhang et al [6] used approx. 3000 images and evaluated many models such as ResNet, VGG, Inception v4, 
AlexNet, EfficientNet, and DenseNet for identification of diseases of cucumber. Image augmentation techniques 
were used to increase the size of the dataset to approx. 20,000 images.  Their model generated 94% accuracy with 
the help of the RMSprop optimizer. 
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Chen et al. [7] proposed an advanced VGG model in which they replaced the activation layer, which resulted in a 
92% increase in accuracy for disease classification of corn plants. 

Xu et al. [8] have used a VGG1 pre-trained model to classify maize plant disease with a small dataset. This pre-
trained model generated an accuracy of 95%. 

Chowdhury et al. [9] proposed disease detection of tomato plants using EfficientNet and the accuracy achieved 
was 99.5%. 

Hernández et al. [10] detected plant diseases using a Bayesian deep learning algorithm. The model was shown to 
achieve a harmonic mean accuracy of 53.4% with zero-shot learning. 

Vasavi et al. [11] developed a Crop disease classification using a deep learning model but they trained their model 
only for very few species of plants and their disease. 

Srivastava et al. [12] used AlexNet for plant disease classification with ReLU (rectified linear units) in a hidden 
layer instead of the tanh function normally used. ReLU helped them with faster execution than Tanh and their 
model achieved 94% accuracy. 

Algulivev et al. [13] proposed a technique which was to combine CNN with GRU (Gated recurrent units) for the 
classification of disease in plants from the Plant leaf Dataset. The combined model generated an accuracy of 
91.1% 

3. MATERIALS USED AND METHODS 
This section describes the materials used and the model developed for this study. This will cover all used 
technologies and background knowledge necessary to understand the proposed technique. 

3.1 DATASET COLLECTION 
The dataset used was collected from Kaggle which has 87867 images of plant leaves spread across 38 classes. 
This data was split into two folders for training and validation. 80% for training the model and the remaining for 
validation and testing the model. All images have dimensions of 256x256x3 representing the RGB channel 
format. Some of the images were resized according to the requirements. Microsoft Power Toys was used to resize 
the images so that they could fit the training model. 

3.2 DATA PREPROCESSING 
Data preprocessing is important to obtain as much data as possible to diversify the set of training as it will be 
useful to create accurate results. Color transformations were used to remove the noise from the images. To make 
the image fit the model and to reduce the size of the image Microsoft powertoys was used. Image preprocessing 
techniques used in this paper include color transformation, image enhancement, flipping, rotating, rescaling, and 
cropping. Image segmentation was used to split the image into various zones as it helps to extract useful 
information. 

3.3 MODEL TRAINING 
Pre-processed data is then used to train two pre-trained EfficientNet models which are EfficientNetB0 and 
EfficientNetB5 models which are customized to fit our dataset. We have used Jupyter Notebook to run our code 
via Anaconda Navigator to utilize the GPU power available in the PC to make the training faster. TensorFlow 
Keras package was used in Python to develop and train the model. We used Nvidia CUDA and Nvidia CuDNN 
software to make use of the local GPU resources available. Once the model has achieved higher accuracy and 
efficiency with low validation loss after certain epochs, we saved the model using the h5 extension for easy 
deployment in the cloud. Before deployment, the model was made to undergo rigorous testing to check its 
accuracy. 
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3.4 MODEL DEPLOYMENT 
After the model was saved using the h5 extension we created a GCP (Google Cloud platform) account to deploy 
the model in the cloud. Once the account was created then the new project was created and inside it, we created a 
bucket to store the Deep Learning Model. Once the bucket was created, we deployed the model h5 file in the 
bucket. Then we created a cloud function which when called will accept the image as data and convert it into a 2D 
array to pass that data to the DL model to get the output. Once the predicted class and confidence its generated by 
the DL model it will return the output. 

3.5 INTERFACE AND CENTRALISED DATABASE 
The interface is important as it abstracts the user from the logic used behind it and makes sure that the user can 
easily use the interface without knowing how it works. Interface is built to allow the user to capture the image or 
browse the image from this local storage which then triggers the cloud function to receive the image from the 
user. Once the input image is received by the cloud the model uses that image to predict the class with confidence 
and once the plant disease has been identified then this plant disease name data along with the geolocation 
(latitude and longitude) of the user data and date of prediction is stored in a centralized database. Then the user is 
displayed the output in the interface. The spread of the disease can also be viewed from the user interface. 

4. METHODOLOGY 

 
Figure 1: Block Diagram 

 
Figure 2: Component Diagram 
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4.1 CONVOLUTIONAL NEURAL NETWORK 
CNN (Convolutional neural network) is a popular algorithm used in the field of Deep Learning for image 
recognition. Its unique feature is to apprehend unique patterns without the need for labor and time-intensive 
human intervention. CNN is used in many fields such as video feature extraction, speech recognition, image 
recognition and segmentation, computer vision, etc. CNN’s early inspiration was from the working of neurons in 
the human brain. 

CNN is a feed-forward network that consists of a pooling layer, a convolutional layer, and finally a fully 
connected layer in the end. CNN consists of the input layer, output layer, and a hidden layer in between the input 
and output layer. The hidden layer has ReLU as its activation function that sets all negative inputs to zero which 
makes it consume less computational resources and it introduces nonlinearity in the model. 

The final layer uses a softmax activation layer to generate the probability values. These values are used to 
correspond to the probability of a certain class matching with the input. 

4.2 TRANSFER LEARNING APPROACH 
Transfer learning is useful because it helps train the model with less input and achieve high accuracy. The transfer 
learning approach is the usage of pre trained model to develop another model with a similar task. It helps reduce 
the time taken to develop a model from scratch with less computation power needed and less input to feed the 
model. 

4.3 EFFICIENTNETB5 
EfficientNetB5 belongs to the EfficientNet convolutional neural network family. This model strikes the balance 
between model size and computational efficiency. It has more parameters compared to other models present in the 
family which also makes it a more complex model. This model also requires more computational resources for 
training and inference because of its larger model size and complexity. But we can expect an improved accuracy 
on certain tasks. It is made to handle high-dimensional data which makes it suitable for image classification, 
segmentation tasks, and object detection. EfficientNetB5’s pre-trained capabilities help it to use transfer learning 
to apply it across various domains. 

4.4 EFFICIENTNETB0 
EfficientNetB0 is the smallest variant in the EfficientNet family. It has fewer parameters compared to other 
members of its family. This also makes it suitable for scenarios where there are limited resources for training and 
inference of the model. It requires less computation resources and time to train a model. Since this model is also 
less complex with few parameters it is suitable for deployment in mobile devices and IoT. Even with its less 
complex model, its accuracy can be equally as good as other bigger and more complex models of its family. It is 
known for its compound scaling method that balances dimensions of width, depth, and resolution. It manages to 
reduce computational costs while maintaining expressive power. It is also popular in edge computing and 
computer vision tasks due to its need for less computation power. 

5. IMPLEMENTATION 
The study focuses on developing an efficient DL (Deep Learning) model using EfficientNet for plant disease 
classification and building a cloud-based model user interface for disease prediction and disease prevalence 
mapping. The input image is through data preprocessing, data multiplication, and data partition. Training images 
are overlaid at different resolutions. Layer construction is done to reproduce complex features to distinguish leaf 
objects from others. Each output produces a score that allows the disease with the highest probability to be 
selected as the classification result. 

The steps of the Algorithm are described below 

1)  Upload the image dataset which has undergone data preprocessing, data augmentation, and data 
segmentation into the model. 
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2)     Split the dataset into 80% for the training of the model and the remaining dataset images for the testing and 
validation of the model. 

3)  Choose either the EfficientNetB5 or EfficientNetB0 model as the base model for your model training. 

4)   Personalize the EfficientNetB5 with a customized dense layer of 256 neurons followed by an activation 
layer of ReLU which is followed by a set of normalization layers and finally with a dropout layer with the 
value of 0.3 and one more layer of dense layer. 

5)     Personalize the EfficientNetB0 model with a customized GlobalAveragePooling2D layer with 1280 
neurons followed by an output layer (Dense). 

6)   Combine all these layers with the same number of neurons as the number of classes in the output layer. 
Then use the softmax function. 

7)     Develop a model that accepts the input and gives the output and make sure the model is using the 
categorical cross-entropy loss function and Adams optimizer. 

8)     Run and evaluate the EfficientNet model with a learning rate of 0.0005 initially and use the Adams 
optimizer for improved training performance and control. 

9)    Run and evaluate the model for 10-13 epochs and assess the performance for further evaluation. 

10)  Examine the overall performance with the data of the pre-trained model and new data collected from our 
customized model. 

11)  Upload the most suitable model in the cloud and write a cloud function to trigger the model when an input 
is provided. 

12)  Develop a central database that can store the disease name, the geolocation of the user, and the date of 
capture so that these data can be used to map the spread of the disease. 

13)  Develop the interface and connect it with the DL model in the cloud and with the central database. 

Our model achieves its highest accuracy within 13 epochs which demonstrates the potential efficiency of our 
model. The EfficientNetB0 model achieves 99.82% validation accuracy in 10 epochs with each epoch taking 2 
minutes and the EfficientNetB5 model achieves 99.37% validation accuracy 

 
Figure 3: Classification Report of Customized EfficientnetB0 Model 
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Figure 4: Prediction Probability of Customized EfficientnetB0 Model 

 
Figure 5: Confusion Matrix of Customized EfficientnetB0 Model 

 
Figure 6: Accuracy of customized EfficientNetB0 Model 

6. EXPERIMENTAL RESULTS 
The model was developed, trained, and evaluated on Jupyter Notebook, using a GPU, python, TensorFlow, Keras, 
and SciKit. Adams optimizer along with regularisation techniques were used to prevent overfitting 

After evaluating both EfficientNet models, EfiiciennentNetB0 was selected because it achieved the highest 
accuracy of 99.82% among other models. The uniqueness of this research is that we have used transfer learning 
along with the feature-extracting capabilities of pre-trained models. Our model with customized layers has 
contributed to the higher accuracy. It strikes a balance between accuracy and efficiency. We have also 
successfully developed an interface that connects with both the Deep learning model present in the cloud as well 
as the centralized database which is then used to map the spread of the disease. 
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Figure 7: User Interface 

 
Figure 8: Visualization of data from centralized cloud database to identify the spread of the location of the plant 

disease 

 
Figure 9: Accuracy VS Models 

7. CONCLUSION 

This paper aimed to develop an effective cloud-based deep learning model to diagnose plant disease and identify 
the location of the spread by building an interface to map and visualize the spread of the disease. The study 
compared the performance of the previously built models and pre-trained models with the customized 
EfficientNetB5 and EfficientNetB0 models for effective and accurate disease classification. The customized 
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EfficientNetB0 achieved the highest accuracy and validation accuracy at 99.98% and 99.82% respectively 
followed by customized EfficientNetB5 with 99.16% and 99.37% respectively followed by other pre-trained 
models and models used from references. The customized EfficientNetB0 model was selected to be deployed in 
the cloud as it has the highest accuracy and validation accuracy among all other models along with its added 
advantage of less time and computational resources required to train and inference. The model was deployed in a 
cloud bucket, a cloud function was created to trigger the function to get prediction results, the centralized database 
was created to map disease data with geolocation coordinates and date of capture, and an interface to make all 
these work together by getting image data from user and use the collected disease data from database to visualize 
the spread of the disease on a map allowing the user to quickly identify the disease and know about its current 
spread across a location quickly compared to traditionally manual processes. Future research can focus on using 
drones and IoT to capture real-time live data from the field and integrate it with the cloud in a similar way as we 
did with image classification. 
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