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ABSTRACT 
The Internet of Things (IoT) is growing rapidly, and as a result, more data from IoT applications are being sent to 

geo-distributed Data Centres (DCs) for analysis. For multi-DC geo-distributed systems with uncertain and 

heterogeneous traffic, large compute-demanding applications require a more flexible and effective resource 

allocation. A key component of network virtualization is virtual network embedding, which makes it easier to offer 

various services or businesses through resource sharing. Elastic optical networks, or EONs, due of their 

elasticity, are also seen to be a highly promising means of supporting inter-DC networks. Using multi-

dimensional resources and a topological feature, this research focuses on the performance of Virtual Optical 

Networks (VON) in elastic optical inter-DC networks. Hence, this model increases accuracy, F1 Score, reduces 

traffic congestion and reduces the blocking probability. 

Keywords: Internet of Things (IoT), Data Centers (DCs) Elastic Optical Networks (EONs), Virtual Optical 

Network (VON) 

I. INTRODUCTION 
Virtualization can divide the hardware resources of physical machines and assigns them to isolated virtual 
machines. Virtual machines cannot access the resources of other virtual machines [1]. A wide variety of 
applications across several areas have led to exponentially growing data traffic with the development of the 
Internet of Things (IoT). Job requests can be in the form of physical machine image deployment, virtual machine 
instance deployment, virtual machine live migrations, or job requests to the running virtual machines[2]. Future 
IoT networks will face challenges from a number of well-known applications, including the home, health care, the 
environment, and transportation, due to their extremely high connection densities and traffic volumes. An 
increasing volume of data has been moved to geo-distributed data centres (DCs) for data processing in these 
scenarios, where services for cloud computing are provided. Additionally, the majority of data is kept in 
geographically distributed DCs worldwide. Therefore, the processing of large amounts of raw data from very 
compute-demanding Internet of Things applications is primarily made possible by processing and analysing an 
inter-DC network made up of geographically dispersed DCs. 

In particular, network virtualization's flexibility and simplicity of management make it a viable solution for inter-
DC networks' rapidly expanding Internet of Things applications. In Cloud Data Centers (CDC), virtualization is 
achieved by parallel processing of multiple virtual machines (VM) on a single cloud server, which has led to an 
exponential increase in the number of cloud users. With the help of live Virtual Machine Migrations (VMM), this 
ascending demand for resources like storage, communication and computing can be handled effectively [3]. 
Network virtualization supports a range of network services and architectures. It does this by abstracting an 
underlying network architecture, accepting different users to independently share a certain substrate network's 
physical resources. This allows network providers to provide new IoT services at a lower cost. 

A Virtual Network is composed of several virtual nodes and virtual links connecting these nodes. To make it 
work, all virtual nodes should be hosted on separate physical nodes and virtual links should be mapped on 
physical paths. When mapping a VN node or a link, the physical node must meet the demands (e.g., CPU, 
location, storage) of the VN node and the physical links on a physical path all should satisfy the requirements 
(e.g., bandwidth, delay) of the VN link [4]. Determining the most efficient way to divide substrate resources 
among several virtual networks, or one of the main problems with network virtualization for sharing multi-DC 
systems is virtual network embeddings (VNEs), in order to meet user requirements and maximise operator 
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income. Because of their large transmission capacity, optical technologies will help handle the huge traffic 
demands of the Internet of Things, whose volume is expected to increase. As all of this is going on, the current 
optical switching and transmission technologies are being improved towards higher efficiency, flexibility, and 
scalability in order to manage large sudden changes, high throughput, and a wide range of bandwidth 
requirements in a cost-effective manner. The rigid and coarse bandwidth granularity in current optical networks 
prevents them from satisfying the requirements of network virtualization, even though they offer transparency and 
dynamic wavelength switching. An elastic optical network (aEON), which is based on orthogonal frequency-
division multiplexing (OFDM), provides a new optical technology that enables adaptive spectrum allocation 
based on transmission distance and flexible format selection. When DCs are connected by an elastic optical 
backbone to form inter-DC networks, EON is seen as a potential substrate network for supporting network 
virtualization, because of its effective and flexible properties.  It is still difficult to create an effective VNE issue 
method, particularly in inter-DC elastic optical networks, where a large number of DCs are connected by EONs to 
lower blocking ratios and enhance load balancing. They address the elastic optical inter-DC networks VNE issue 
in this research. Embedding VNs, requested by different end-users, onto the shared substrate network(s) is known 
as VN embedding (VNE). To different goals, the optimal embedding of each given VN is different [5]. 

In the traditional backbone transmission network: the IP router determines the bandwidth required for the traffic 
according to the calculation result of the aggregated traffic, and the transport network (especially the optical 
transport network) accepts the connection request of the IP router and decides whether to accept according to the 
remaining resources[6]. That mentioned, network resource virtualization is still in development in optical network 
technology. After establishing connections to network components like switches and routers, users can use several 
virtualization strategies, Comparing this to packet or TDM networks, one may use techniques like Using Virtual 
Local Area Network (VLANs), virtual concatenation (VCAT), and Internet Protocol-Virtual Private Networks 
(IP-VPNs), one may remotely create a virtualized network with the necessary capacity. On the other hand, in the 
current optical networks, require each transit node to have an optical path developed, optical-electrical-optical 
(OEO) regenerators must be manually installed on a wavelength basis. Only a fixed, largely big bandwidth can be 
provided by this method. 

There are many different applications for the Internet of Things (IoT), including connected cars, smart cities, 
connected industries, and smart energy. Security is necessary for almost all of these applications. For example, 
nobody wants to see their autopilot car hacked while it's being used, and no business can afford the consequences 
of data leaks. But in an Internet of things era, where anything may be connected to the Internet, since all IoT 
systems are connected to the Internet, there is a significant risk of an attack. Security is therefore one of the 
primary issues. Several strategies have been put out, such as one to deal with the security concern with IoT. None 
of them, however, addresses the issue from a network perspective, or more accurately, from the perspective of 
network separation, as the most of them are based on algorithmic perspectives related to cryptography and 
encryption. They present a new type of IoT network solution in this research. 

In our approach, they suggest using Software-Defined Networking (SDN) technology to construct different 
Virtual Private Networks (VPNs) for various Internet of Things applications. The emergence of SDN makes the 
network virtualization more flexible and efficient, while network virtualization has become a heavyweight 
application in SDN applications [7]. By using this method, every application has a private VPN network of its 
own and is logically separated from other networks and the Internet. In order to offer network connections to IoT 
devices, SDN can also be used to provide enhanced security policies to OpenFlow-enabled network nodes at the 
network edge.  As previously said, everything can now be connected to the Internet due to the growth of IoT. 50–
100 trillion things would be encoded by the Internet of objects, which would also be able to record their 
movements [8]. In urban surroundings that have been examined, there are between 1000 and 5000 trackable 
objects surrounding each human. Also, every item need a unique address. Between 50 and 100 trillion IP 
addresses will be used for this, and the main routers routing databases may see an explosion. Scalability is thus 
still another significant difficulty. Deploying Internet Protocol version 6 (IPv6) is a popular solution to this 
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problem. However, in order to handle IPv6, new routing protocols must be deployed in addition to hardware and 
software upgrades [9]. 

For telecom carriers and Internet service providers, cloud computing services represent one of the fastest-growing 
consumer carriers, which are becoming a crucial part of the company IT infrastructure. Many companies are 
moving to cloud-based infrastructures for their services. Alcatel-Lucent has estimated that by 2014, thirty percent 
of business cloud services would have grown annually, and cloud services will be made available for 80% of all 
new software. Datacenter (DC) scalability and performance optimisation are becoming important technological 
challenges for service providers in this quickly expanding business, having a concentrate on the management of 
network technology in particular. Service providers actually face a number of challenges, including the growing 
number of distributed geographically DCs providing cloud services, requirements for flexibility and resource 
dynamicity (i.e., adaptable on-demand processing and storing), extremely high throughputs and low latencies, and 
seamless service/resource transfer are made by users and DC providers [10]. 

In order to properly allow future Internet architecture growing cloud services and handle the difficulties described 
aforementioned. A closer connection between the operator's high-performance, optical network infrastructure with 
high bandwidth as well as the resources and services provided by server farms and DCs. Complete cloud service 
provisioning ecosystem that combines operator optical network connectivity services with DC infrastructure 
services (computer and storage) and distributes them all in one step and on demand to the customer as datacenter 
as a service. Network operator and DC infrastructures are being virtualized together to provide different, virtual 
datacenters (VDC) suited to various applications, sharing the same physical network and DC architecture. 

II. LITERATURE SURVEY 
S. Zhao and Z. Zhu., et.al [11] The Hybrid Optical/Electrical Datacenter Networks (HOE-DCNs), which are seen 
to be a potential DCN design, construct inter-rack networks using both optical cross-connects (OXCs) and 
electrical Ethernet switches. One unique problem remains in reconfiguring Virtual Networks (VNTs) in a HOE-
DCN, though, in that the topology of the HOE-DCN could change due to the one-to-one connectivity of OXCs, 
making it difficult in order to adapt to the changing network environment. To the best of our knowledge, there is 
much more to learn about this issue. They address this problem in this work and explain that to achieve effective 
VNT reconfiguration in a HOE- Datacenter Networks (DCN) so that virtual machine (VM) migration may 
rebalance rack-level IT resource usages. The VNT reconfiguration is originally described by utilising mixed 
integer linear programming (MILP). Next, they use two stages to address the problem: 1) the virtual machine 
migration methods in order to balance the rack loads, and 2) figuring out the virtual link (VL) and Optical cross 
Connect (OXC) reconfiguration schemes that are connected. Utilising linear relaxation, we first provide a 
polynomial-time approximation approach. Next, they develop a method that combines linear-time dynamic 
programming with integer linear programming (ILP) to optimise the second phase. Another polynomial-time 
approximation technique based on Lagrangian relaxation is proposed to solve the ILP in a time-efficient manner. 
Our simulations demonstrate that the suggested approximation methods work well and that the technique as a 
whole performs better than the current method. 

Chai R., Luo L. Xie D., and Chen Q.., et.al [12] discussed the predicted significant network control process 
simplification and the easy implementation of enhanced network capabilities brought about by Software-Defined 
Networking (SDN) technology. The technology known as Virtual Network Embedding (VNE) assigns different 
virtual network needs to a particular substrate network, must be carried out in order to ensure highly effective 
resource utilisation in SDN and provide users with a wide range of service requirements. In this research, they 
investigate the SDN VNE issue, where malicious attacks may be conducted against the substrate SDN switches 
and connections. First, we provide an SDN architecture with hierarchical virtualization enabled, which could be 
used as the foundation for designing the VNE approach. Next, they define the SDN VNE problem as a multi-
objective optimisation problem that, under the restrictions of the virtual network needs and the substrate network's 
resource characteristics, simultaneously maximises embedding dependability and minimises network load. This 
emphasises the significance of both network load and substrate network reliability. They choose the ideal point 



ISSN: 2633-4828  Vol. 5 No.4, December, 2023  

 

International Journal of Applied Engineering & Technology 
 

 

Copyrights @ Roman Science Publications Ins.  Vol. 5 No.4, December, 2023 

 International Journal of Applied Engineering & Technology 

 

 3536 

 

approach because the specified optimisation issue is a complex multi-objective optimisation problem that is not 
easily solved. The initial sub-algorithms we suggest are for virtual node embedding and virtual link embedding. 
These will help us find the locally optimum solution to the two problems, which are embedding reliability 
maximization and network load reduction. Next, they create a single-objective optimisation problem and use the 
Discrete Particle Swarm Optimisation (DPSO) method to solve it in order to derive the global VNE strategy. To 
do this, measure the difference in distance between feasible and locally optimal options. The suggested 
algorithm's usefulness is shown by numerical results. 

Arzo S. T., Granelli F., Bassoli R., and Fitzek F. H. P.., et.al [13] described the need for 5th Generation (5G) and 
beyond to fulfil the stringent latency, reliability, and heterogeneous device support requirements. The current 
wireless network design, thus is unable to meet these requirements. It is recommended to use cloud radio access 
networks in conjunction with network function virtualization to offer network agility and flexibility. It separates 
hardware from software that is installed in the cloud for network tasks like firewalls and packet gateways. 
Therefore, for the deployment of virtual network functions, an exhaustive formulation of this architecture from 
beginning to end is required. The majority of current works concentrate on the installation of virtual functions 
with various goals, handling various service requirements independently. This article finds the best virtual 
network function placement with service differentiation by taking into consideration six 5G constraints 
simultaneously. The six factors that were chosen represent the limitations of computing, the network, and the 
services. First, they provide the overall system formulation and use a multi-layer loopless-random hypergraph to 
represent the cloud radio access network as its entirety. Then, in order to reduce processing delay and increase the 
dependability of virtual functions, they reconstruct this model by including solutions for Central Processing Unit 
(CPU) over-provisioning and backup virtual functions. Lastly, they propose using all of the above techniques in 
addition to service differentiation to reduce energy and CPU use. The results imply that energy efficiency and the 
distribution of computing resources may be greatly enhanced by the use of service differentiation. 

M. Lu, Y. Gu and D. Xie., et.al [14] explains virtual network embedding (VNE) methods, the concept that more 
virtualization of the first network may lead to the development of smaller ones is not taken into consideration. 
Rather, they exclusively focus on the more effective construction of virtual networks on physical infrastructures. 
Single-layer VNE is the term we use to describe the first case, and multi-layer VNE for the second. With the 
increasing use of wide area networks and large data centre networks with Software Defined Network (SDN) 
designs, offering multi-layer encapsulated network services to big tenants with hierarchical organisational 
structures or those requiring fine-grained service isolation is becoming increasingly important. The current VNE 
algorithms, however, are not made expressly for the aforementioned requirement and are not flexible enough to 
handle bigger VNRs on a physical network and lower VNRs on a virtual network that has been mapped. This 
work aims to address the multi-layer VNR embedding challenge by presenting an integrated and reinforcement 
learning used together with the multi-layer VNE embedding technique. This approach will enable a better 
differentiation between VNRs and physical networks. The outcomes of the simulation demonstrate that our 
approach performs well in both VNE cases with a single layer and several layers. 

Wei W., Wang K., Gu H., Yu X.and Liu. X., et.al [15] focuses on using multidimensional resources and a 
topological feature in order to solve the issues of efficiency and spectrum fragmentation for elastic optical inter-
DC networks that integrate virtual optical networks. The node mapping procedure takes into consideration the 
physical node's interaction and multidimensional resource carrying capacity (MRCC), in order to determine 
appropriate matching. To reduce the impact of a spectrum fragment, the MRCC combines the processing capacity 
of a physical node with the available spectrum continuity degree. The path selection for virtual links in the link 
mapping is based on a tightest-matching factor. Analytical and extensive tests demonstrate that our method 
enhances spectral efficiency greatly and reduces the blockages the probability by 30% on average and, in 
comparison to baseline methods, average 15% load balancing, with the exception of the integer linear 
programming (ILP) approach. Furthermore, compared to the ILP formulation, although our method provides link 
load balancing and better blocking performance, it has a little lower spectral efficiency. 
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Chen T., Liu J., Tang Q., Huang T. and Huo. R.,et.al [16] explains A single Substrate Network (SN) can be used 
by several separate Virtual Networks (VNs) due to network virtualization. The limited SN resources may be 
distributed across VNs more effectively and each VN can be given a unique identification due to VN Embedding 
(VNE) techniques. However, the number of VNs is limited by the fixed bit width of the VN identification in the 
packet header, and increasing the bit width increases network traffic. In this study, we examine the label-
combination approach that combines location data with link-grained labels to produce VN IDs. While the current 
VN embedding works simply take into consideration the CPU and bandwidth resources, our approach demands 
the efficient allocation of labels. We provide a unique embedding approach that takes into consideration the label, 
CPU, and bandwidth resource restrictions in order to solve this problem. Moreover, two window-based heuristic 
methods for solving the VNE problem Virtual Networks Embedding Location-based Identifier Allocation (VNE-
LIA) and Virtual Networks Embedding - Improved Location based Identifier Allocation (VNE-LIA)VNE-iLIA 
that make use of the proximity principle and the greedy algorithm are given. The results of the simulation tests 
demonstrate that, in the various resource conditions of SN, our suggested methods increase the number of VN IDs 
and the income to cost ratio. 

Liu Y., Hou J., Han P., and Zheng. J., et.al [17] To provide dependable IoT providing services even in the case of 
a network component failure, focus on to the FiWi access network's survivable virtual network embedding 
(SVNE). All Internet of Things services are offered through a single virtual network (VN), which is defined by 
the need for connection availability in addition to the computation of resource and bandwidth requirements. As a 
measure of the robustness of IoT services and network survivability, a model of connection availability. Our goal 
is to minimise the resource cost when allocating resources to each VN. With the integer linear programming (ILP) 
methodology, the resource allocation optimisation issue is defined, it is subsequently solved in a small-scale 
network to get the optimal result. To make the recommended SVNE mechanism's implementation in a large-scale 
network even easier, a heuristic method is further presented. The simulation results validate that the proposed 
SVNE technique offers important advantages in terms of higher VN acceptance ratio and less resource 
redundancy. For the best answer in a small-scale network. 

Zhao O., Liao W. -S., Ishizu K. and Kojima F., et.al [18] Create and disseminate Internet of Things-related 
methods; they provide a flexible and non-centric networking strategy utilising virtual gateway platforms; we 
assess it using low-power wide-area networks that use traditional star and mesh topologies. Our strategy involves 
setting up two functioning modes for each local device, indicating whether it acts as a virtual gateway (VGW) or 
relay service. This allows us to offer a device management mechanism for each device. The mode is then 
controlled by an internal parameter that takes into consideration the present conditions of the device, including the 
amount of battery life left, whether an external power source is present or not, etc. Next, we suggest a mode 
switching technique that establishes two time-varying threshold values and utilises an internal parameter to help 
with mode change for a local device. Ultimately, a path determination method is utilised to identify data 
transmission paths, both with and without devices functioning as virtual gateways. The suggested networking 
approach can benefit from both conventional star and mesh systems, according to computer simulation results. 
Additionally, it ensures that most of the time network settings may be changed in a dynamic and non-centric 
manner, compared to alternative network setups, the transmission performance is either comparable to or better. 

M. Li and M. Lu, et.al [19] describes Resource sharing in network virtualization is mostly successful when it 
comes to Virtual Network Embedding (VNE) methods. Typically, heuristic embedding algorithms use 
intentionally set methods to determine the embedding decisions. In these strategies, the node relevance is 
determined by multiplying or summing many node properties. Nonetheless, complex functional connections can 
integrate the contributions of several characteristics. Node embedding can be optimised using the VNE methods 
based on reinforcement learning. However, the current methods only take into consideration the properties of the 
local node, and they simply utilise the most basic path-based embedding strategy, which has an average amount of 
embedding effects, for link embedding. A double-layer reinforcement learning-based VNE method (DRL-VNE) 
is proposed to address the aforementioned problems. It retrieves both the global and local node characteristics in 
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order to reflect the status of network nodes in DRL-VNE. In various network contexts, the effectiveness of DRL-
VNE is evaluated and contrasted with that of VNE algorithms based on algorithms and machine learning. 
According to simulation results, as compared to the optimal performance comparison method, DRL-VNE's 
request acceptance ratio and resource utilisation in a hierarchical network scenario are enhanced by 14% and 
27%, respectively. 

Dehury C. K. and Sahoo P. K., et.al [20] explains the practice of embedding a collection of connected virtual 
machines is known as virtual network embedding, or VNE, in the context of cloud computing onto a group of 
linked Physical Servers (PSs). The complexity of the VNE problem increases when thousands of PSs in a network 
need to be implanted with a large number of virtual machines that have distinct resource requirements. 
Essentially, the primary challenge with VNE is effectively mapping Virtual Networks (VNs), which may have 
dynamic resource requirements. The focus of current solutions is mostly on embedding static VN, which leads to 
excessive use of resources and a relatively low acceptance rate.  A fitness-based dynamic virtual network 
embedding (DYVINE) technique is presented to address this degree of complexity in VNE. Its objective is to 
maximise the acceptance rate while maximising resource utilisation. To make the most use of physical resources, 
the virtual machines and VN's local and global fitness values are utilised respectively. The VN can be dynamic 
due to the suggested VNE method, meaning that changes can be made to its structure and resource requirements 
as it is being executed. Additionally, for each time slot, a subset of PSs are selected to host the VN in order to 
decrease the embedding time, as opposed to taking into consideration thousands of PSs, it might cause the 
embedding time to increase significantly. Comprehensive simulation is used to assess the suggested embedding 
mechanism, which performs better than other similar current embedding techniques. 

Y. Zong et al., [21] suggested as a promising approach due to its benefits (e.g., effective resource allocation and 
on-demand capabilities). One of the primary challenges to network virtualization is virtual network embedding, or 
VNE. Information and communication technology power usage is mostly affected by the energy costs of the data 
center's (DCs) servers. Consequently, power consumption and acceptance ratio should be taken into consideration 
by VNE. Through reducing the number of active data centres and power-consuming network components, 
software-defined optical data centre networks can reduce their overall power consumption, the study uses a mixed 
integer linear programming model. For a more realistic situation, the node positions and connection delay are also 
taken into consideration. In contrast to the current node ranking technique, the Global Topology Resource (GTR) 
that has been suggested is capable of efficiently evaluating each DC node's capacity for supporting virtual nodes. 
They propose GTR-VNE, an energy-efficient and location-aware VNE algorithm, which is based on the GTR 
technique. According to simulation data, GTR-VNE can outperform standards with respect to acceptance ratio 
and maximum power consumption of 5% and 9.3%, respectively. Furthermore, another method that is energy 
efficient is called ACO-VNE, and it is based on GTR and artificial intelligence Ant colony optimisation (ACO). 
When comparing ACO-VNE to GTR-VNE, power consumption may be improved by up to 28.7%. ACO-VNE 
also performs better when it comes to the acceptance ratio and revenue cost ratio. 

Ohba T., Arakawa S. and Murata M., et.al [22] created a technique that continuously makes random modifications 
to the existing VN in search of a suitable one while simply keeping a close watch on the VPN's service quality or 
link-level load data. In actuality, though, this noise-induced approach causes the VN to be reconfigured over and 
over again, which results in over-reconfiguration. They  present in this research study a VN reconfiguration 
framework based on the Bayesian attractor model, which explains the way individuals behave when they have to 
make decisions based on their understanding of the environment. Our system gains the ability to remember a set 
of VN candidates that are all effective in a given traffic situation, and then selects from this set the best VN 
candidate for the present traffic scenario. To characterise the traffic condition, at edge routers, we utilise certain 
patterns of incoming and outgoing traffic, as this data is easier to collect than the traffic demand matrix. Our 
framework can decrease over-reconfiguration by determining which stored traffic condition is closest to the 
present one and obtaining an appropriate VN.  Comparing our method to the noise-induced method, analysis 
shows that by keeping a close watch on the amount of incoming and outgoing traffic at edge routers, it is possible 
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to determine the traffic condition; consequently, in order to arrive at a VN appropriate for the existing traffic 
scenario, it could decrease the number of VN reconfigurations needed. 

Zhang P., Yao H. and Liu. Y., et.al [23] outlines Through the sharing of network resources among several 
heterogeneous Virtual Networks (VNs) from a single infrastructure provider, network virtualization can give 
greater flexibility and improved maintainability for the existing Internet. Efficiently embedding virtual nodes and 
virtual connections from VN requests onto the constrained substrate network resources is the primary issue in this 
analysis. The idea that storage resources might partially swap bandwidth resources for one another suggests that 
making effective use of storage resources can reduce the need for bandwidth resources. The current VN 
embedding model is out of date and does not taken into account the limitations on storage resources on virtual and 
substrate nodes. In this research, In order to address the VN embedding problem, they create two heuristic 
algorithms as baseline approaches. Additionally, we offer a novel VN embedding model that takes 3-D resource 
constraints, limitations on computing, network, and storage into consideration. As far as we are aware, this is the 
first time that a VN embedding problem based on three-dimensional (3-D) resources such as computers, networks, 
and storage has been proposed. 

Morales F., Ruiz M., Gifre L., L. M., et.al [24] Throughout the day, traffic in metro and even core network 
segments may change direction due to the launch of new services that demand huge and dynamic bitrate 
connection. In statically controlled virtual network topologies (VNTs), which are meant to handle traffic 
predictions, this results in significant over provisioning. In this study, they present a VNT reconfiguration 
technique based on data analytics for traffic prediction (VENTURE) to minimise costs while maintaining the 
requisite quality of service. It adjusts the topology to the existing and predicted traffic volume and direction by 
continuously reconfiguring the VNT depending on the predicted traffic. Robust and adaptable traffic models are 
produced by an artificial neural network-based machine learning technique. A heuristic is presented to handle the 
reconfiguration problem in real-time, and it is modelled mathematically using the traffic forecast as its input. In 
order to support VENTURE, we provide an architecture that enables the gathering, storage, and training of 
prediction models for each origin-destination pair using data from router monitoring. In the end, the algorithm's 
thorough simulation results and an experimental evaluation of the suggested design are given. 

III. FRAMEWORK OF IMPROVEMENT OF CLOUD IoT SERVICES BY USING VIRTUAL 

NETWORK 

In Fig.1 framework of improvement of cloud IoT services by using virtual network is shown. The term "cloud 
computing" describes the on-demand internet access to a range of resources managed by a Cloud Services 
Provider (CSP), including development tools, data storage, networking, servers (both physical and virtual), 
applications, and other computing resources. These resources are stored in a distant data centre. The CSP charges 
a monthly subscription fee in return for these resources, or usage-based billing. The Virtual Optical Network 

(VON) offers significant benefits in terms of fault tolerance and redundancy in a very cost-effective way. The 
transparent optical network offers more affordable fault tolerance than the traditional "opaque" optical network as 
It does not require per-wavelength-base hardware, like Optical-Electrical-Optical (OEO) regenerators, or common 
restoration routes. Additionally, restoration that is bandwidth-squeezed is possible with an elastic optical link. 

If a diversion route has sufficient bandwidth available at a cost, it's possible to reduce the bandwidth of the 
damaged optical link in order to sacrifice capacity in order to provide the bare minimum of connectivity. A whole 
range of Managed Cloud Services is now available, as announced by Dynamic Concepts, giving clients additional 
options for their IT setup. The bandwidth of the failed optical link may be limited if there is sufficient bandwidth 
available in a diversion route to give the minimum amount of connectivity at the cost of capacity. 

In order to assist your company move more quickly, cut expenses on IT, and scale applications, Through AWS, 
Dynamic is able to offer a wide range of services related to global computing, storage, databases, analytics, 
applications, and deployment. To handle a wide range of workloads, even the largest companies and the newest 
startups rely on these services, including as data processing and warehousing, online and mobile applications, 
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storage, archiving, and many more. Dynamic consistently makes investments in certifications, best practises, and 
AWS training. Dynamic holds certifications in Sys-Ops and Architecture and is an approved AWS Consulting 
Partner. We are rapidly adding new clients while also moving current data centre operations. 

Having hundreds of instances and dozens of Private Clouds, Dynamic can guarantee a smooth transfer to AWS. 
Customers use Dynamic to oversee their cloud operations. It offers a customised interface for monitoring and 
controlling active servers; it allows you to examine real-time performance graphs for every instance that is 
operating as well as reboot, shutdown, snapshot, and terminate instances as necessary. 

The interface is growing all the time and soon it will be able to create new instances, test servers, and mount 
individual backups for file viewing and retrieval. DCaaS, or data centre as a service, is an architecture that uses 
virtualized DC infrastructure and coordinated optical networks to meet the aforementioned needs. Virtual (and 
private) data centers (VDCs) are built using DC infrastructures that are linked by DCaaS-consistent  high-
performance optical network infrastructures, providing the VDCs as services to large business users under the 
Infrastructure as a Service (IaaS) concept. Due to DCaaS, it is possible to design and operate large-scale, globally 
distributed DC infrastructures that are application-specific, economical, dynamic, and reconfigurable. hundreds of 
instances, Dynamic can ensure your transition to AWS is seamless. Due to DCaaS, it is possible to design and 
operate large-scale, globally distributed DC infrastructures that are application-specific, economical, dynamic, 
and reconfigurable. An hundreds of instances, Dynamic can ensure your transition to AWS is seamless. The 
customers choosing Dynamic to manage their cloud operations. 

It provide a custom portal to view and manage running servers; reboot, shutdown, snapshot and terminate 
instances on demand as well as review real-time performance graphs for each running instance. The DCaaS layer 
and the infrastructure virtualization layer made up the two layers of the suggested design. The layer of 
infrastructure virtualization offers the ability to virtualize or slice the infrastructure of data centres and optical 
networks that connect geographically distributed information centres. Moreover, it offers an orchestration and 
optimisation technique for network and IT (computer and storage) virtualization between operator optical network 
infrastructure and data centre IT architecture. Based on user and application needs, the DCaaS layer uses 
virtualized resources from the infrastructure virtualization layer to create VDCs. Additionally, it offers the 
administration and control features needed for the VDCs to work. A communication system with optical fibre 
technology is called optical networking. Optical fibre technology converts and passes data and voice 
communication across a network primarily using optical fibre cables and light. 
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Fig.1: Framework of Improvement of Cloud IoT Services By Usig Virtual Network 

Software-defined data centres (SDCCs), which are virtual servers that replace traditional physical servers, are the 
result of this approach, is known as data centre virtualization. With the use of a hypervisor, the procedure 
abstracts actual hardware by simulating its CPUs, operating system, and other components. 

A virtual machine (VM) is created and managed by a hypervisor, which is software that facilitates communication 
between the VM and the central processing unit (CPU). Data centre virtualization usually leads to a linked system 
containing virtualized hardware, one or more cloud infrastructures, and other digital components. 

A communication system with optical fibre technology is called optical networking. Optical fibre technology 
converts and passes data and voice communication across a network primarily using optical fibre cables and light. 

In addition to carrying out other related tasks as needed, computing resource managers organise, direct, and 
manage the operations of a computing organisation, including initiatives involving systems software, computer 
centre operations, and applications. Resource coordinators oversee the requirements of an organization's 
initiatives or programmes. They assess all organisational requirements and assist all hiring and employment 
practises. They also ascertain the staffing and financial requirements for a particular project and guarantee 
conformity to all legislation. A service coordinator may be an operations coordinator, programme coordinator, 
director of services, customer service representative, manager, supervisor, or service specialist. In home and 
business networks, a client is any computer hardware or software device that requests access to a server-provided 
service. In a client-server architecture, clients are usually seen as the programme or user requesting information. 
Desktop, laptop, and smartphone devices are common examples of client end-user devices. In a client-server 
architecture, a client in a computer network is the entity that makes a request to a server for a resource or service. 
The server may be either off-site or on the property. 
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IV. RESULT ANALYSIS 

In section performance analysis of framework of improvement of cloud IoT services by using virtual network. 

Table.1: Performance Analysis 

Parameter

s 

VN HOE-DCNs SVNE 

Accuracy 99 91 92 
F1 Score 96.8 89 85 
Traffic 

Congestion 
79 91 89 

Blocking 
Probability 

80 92 93.5 

 
Fig.2: Accuracy Comparison Graph 

In Fig.2 accuracy comparision graph is seen between Virtual Network, hybrid optical/electrical datacenter 
networks (HOE-DCNs) and Survivable Virtual Network Embedding (SVNE). Virtual Network shows higher 
accuracy. 

 
Fig.3:  F1-Score Comparison Graph 
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In Fig.3 F1-Score comparison graph is seen between Virtual Network, HOE-DCNs and SVNE. Virtual Network 
shows higher F1-Score. 

 
Fig.4:  Traffic Congestion Comparison Graph 

 
Fig.5:  Blocking Probability Comparison Graph 

In Fig.4 Traffic Congestion comparison graph is seen between Virtual Network, HOE-DCNs and SVNE. Virtual 
Network shows higher Traffic Congestion. In Fig.5 Blocking Probability comparison graph is seen between 
Virtual Network, HOE-DCNs and SVNE. Virtual Network shows higher Blocking Probability. 

V. CONCLUSION 
In this analysis, framework of improvement of cloud IoT services by using virtual network. Coordination of the 
virtualization of the network and IT (computing and storage) across the virtual network architecture of the 
operator and the data centre IT infrastructure, as well as optical network virtualization, are critical technological 
enablers for the proposed VDC composition methodology. Several resource- and cost-aware virtual optical 
network infrastructure composition strategies are addressed in the context of the properties of the optical network. 
This investigation concentrates on the way that virtual optical networks (VON) perform in elastic optical inter-DC 
networks using a topological property and multi-dimensional resources.   Hence, this model achieves better results 
in terms of accuracy, F1-Score, reduces traffic congestion and reduces the blocking probability. 
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