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ABSTRACT 
Protecting privacy when using collaborative association rule learning is crucial and has been applied extensively 

in medical research. Hospitals create a staggering amount of data at an exponential rate. Processing of this data 

can facilitate decision-making. Data analytics is vulnerable to privacy abuses, though data analytics greatly aids 

in decision-making, but there are significant privacy issues that must be addressed. Thus, maintaining individual 

privacy during the data analytics process becomes a crucial and essential duty. Many numbers of research have 

been conducted in the past that focus on heart prediction, with particular attention paid to the important 

characteristics that are crucial in the prediction of heart disease. The right combination of significant factors 

must be chosen in order to enhance the prediction model's performance. Combining the data from all local 

hospitals prior to association rule mining would yield more precise results. This research aims to provide insight 

into the many issues faced by privacy preserving association rule mining (PPARM). Learning and putting into 

practice the most appropriate strategy for various data scenarios can also be beneficial. 

1. INTRODUCTION 
Now a days, hospitals have been using electronic health record (EHR) systems more and more, which is a 
massive amount of recorded patient’s data [1]. The association rule mining technique is highly useful in many 
healthcare applications (e.g., forecasting the chance of disease based on past data, proposing effective therapy, 
correlation between disease and symptoms, etc.) [2][3]. An EHR system's data collection efforts are crucial to 
medical research [4]. If association rule mining is carried out and the data from all local EHR systems are merged, 
the findings will be more accurate. Sharing local EHR data is necessary for the integration of local EHR systems. 
Patient’s right to privacy is violated when medical records are shared.  Therefore, the challenge of mining 
association regulations without disclosing local private EHR data is the main focus of medical research. The issue 
is resolved through the use of privacy-preserving distributed association rule mining (PPDARM), a technique that 
extracts association rules while ensuring the confidentiality of patient data. 

Cardiovascular illness has consistently been the leading cause of mortality worldwide in recent decades. The 
proportion of cardiovascular disorders that cause death can be decreased by ensuring perfect diagnosis as well as 
the provision of suitable treatment. Cardiovascular disease prognosis is based on a multitude of factors. In the 
past, researchers concentrated more on determining important characteristics to incorporate into their models for 
predicting heart disease. Determining how these features relate to one another and how important they are within 
the prediction model were given less weight [5]. Numerous studies linked to data mining have been carried out in 
the past to address the problems that impede early and accurate diagnosis [6, 7, 8]. Weighted ARM (WARM) is 
employed for finding the correlations between attributes and identify mining rules that produce specific 
predictions [9]. Users may easily determine the significance of the characteristics that lead to heart disease by 
using the weight that is employed in this mining process, which also helps to produce more precise rules [10]. The 
Associative Rule Mining (ARM) technique can be used to determine the association between each feature that 
helps predict heart disease [11]. Forecasting cardiac disease also makes use of ARM. 

2. DISTRIBUTED ASSOCIATION RULE LEARNING 
Distributed association rule learning is a method used in machine learning for mining associations or correlations 
among a set of items in large datasets that are distributed across multiple computing nodes or systems. 
Association rule learning aims to discover interesting relationships or patterns in data, typically represented as "if-
then" rules. It is characterised as, I = {i1, i2, i3….im} represent a collection of unique item sets found in dataset D. 
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The horizontal partitioning of the dataset D results  = φ,  1≤ i ≠ j ≤ n. The 
definition of association rule is that, if itemset X occurs in a transaction, then itemset Y is likely to occur in the 
same transaction as well. Support and confidence in the association rule serve as indicators of its utility and 
interest. Support measures the frequency or occurrence of a particular itemset in the dataset. It indicates how often 
a specific combination of items appears together in the transactions relative to the total number of transactions. 
Mathematically, the support of an itemset X is defined as the ratio of the number of transactions containing X to 
the total number of transactions in the dataset. Higher support values imply that the itemset occurs frequently in 
the dataset. Confidence measures the strength of association between two itemset in an association rule. It is 
defined as the conditional probability that an itemset Y appears in the transactions given that itemset X also 
appears. In other words, confidence measures how likely it is that itemset Y appears in transactions that contain 
itemset X. Mathematically, the confidence of a rule X→Y is calculated as the ratio of the support of the combined 
itemset (X ∪ Y) to the support of the antecedent itemset (X). Higher confidence values indicate a stronger 
association between the itemset. 

2.1 Data Partition Model 
A data partition model refers to a method of organizing or splitting a dataset into smaller subsets or partitions for 
the purpose of analysis or processing. The structure of horizontally partitioned data is identical for all participants; 
however, the records of various entities are contained in each participant. Figure 1 illustrates how all  systems 
share the same structure yet each local system has unique patient data. Several hospitals are interested for doing 
ARM in the case of worldwide heart disease research. Every local EHR system has information of patient’s 
disease and other details. A collaborative study aimed at determining the relationship between various attributes 
using a  data. However, hospitals don’t not want to share their  system data in order to protect patient privacy (per 
some privacy laws) and the anonymity of local trends. As a result, medical research has given the PPDARM. 

 
Figure 1: Horizontal partition data model. 

Each participant in a vertically partitioned data set has a unique schema, but they all hold the same set of entities' 
data. Figure 2 depicts the storage of patient data in the hospital, as well as the storage of patient call information 
by the cell phone company, utilizing a shared identification. Hospitals and mobile companies wish to use 
association rule mining in medical research to determine how a mobile affects a specific ailment. The hospital 
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discovers the association rule for instance, that those who use their phones for 18 hours a week are more likely to 
get brain tumours due to this joint research effort. The data of patients and cell phone users, however, could not be 
disclosed by the hospital or the phone carrier, respectively 

.  
Figure 2: Vertical partition data model. 

3. LITERATURE SURVEY OF EXISTING PPARM TECHNIQUES 
Numerous algorithms have been created to address the PPARM problem from various angles. As shown in Figure 
3, We categorise PPARM using the following four dimensions in this section: (1) Data distribution (2) material 
that must be safeguarded (3) methods for maintaining privacy and (4) methods for altering data. 

 
Figure 3: Classification of existing PPARM techniques. 

The distribution of data is the first dimension. A few methods for centralised data are suggested. In this case, a 
sole data owner publishes the data to the external website. Different strategies have been developed for data that is 
dispersed. Additionally, the dispersed data can be divided into two categories: horizontally distributed data and 
vertically distributed data. When there is a vertical data distribution, each site has the same quantity of 
transactions, but each site has a distinct set of attributes. When there are variations in the quantity of transactions 
at each hospital with the same set of attributes are present across all hospital, this is referred to as horizontal data 
distribution. 
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Sensitive raw data or pattern that which requires protection is referred to as the second dimension. While some 
PPARM algorithms are created to safeguard sensitive patterns, others are created to safeguard sensitive raw data, 
and yet others are created to safeguard both types of information. 

The methods for maintaining privacy when mining association rules are referred known as the third dimension. 
The six primary categories comprise the developed techniques. 

(1) Techniques based on obscure data. These methods, which introduce noise into the original database, can 
safeguard privacy. 

(2) Methods based on heuristics. To reduce the loss of data utility, certain strategies, such adaptive modification, 
changed only a subset of the values instead of all of them. 

(3) Techniques based on reconstruction. These methods do not directly sanitise the source data. These 
techniques' basic concept is to sanitise the "knowledge base (KB)" before entering the sanitised knowledge 
base, designated as KB'. Next, the released data is rebuilt using KB'. 

(4) Methods based on metaheuristics. These methods are advanced heuristic methods. 

(5) Techniques based on cryptography. These methods are frequently applied in situations when association rule 
mining is delegated to a cloud server. These data that are outsourced can be disseminated or centralised. 

(6) SMC stands for Secure Multiparty Computation. SMC is frequently used in distributed databases to 
accomplish association rule mining. Without disclosing such information to the other parties, SMC aims to 
extract the global association rules The techniques for altering data are covered in the fourth dimension. To 
guarantee optimal privacy protection, original data must be modified before a database is made public. A 
data modification technique is always reliant on the algorithm's chosen privacy-preserving policy. In order to 
process association rule mining, the original data is modified using the following methods. 

(1) Data-obscuring techniques, such data randomization and data anonymity, are employed in association rule 
mining to safeguard sensitive raw data. 

(2) Hiding techniques, such as blocking and perturbation, that are utilised to hide association rules. The term 
"perturbation" describes the addition of noise or the altering of an attribute value from 1 to 0. Blocking is the 
process of changing an attribute value that already exists to a question mark (?). 

(3) Intelligent metaheuristic-based modification techniques, include the ACO, GA approach, Cuckoo Search 
(CS) algorithms. 

(4) Encryption techniques, like more intricate public-key encryption or substitution encryption. 

3.1 Sensitive Data Protection Model (SDPM) 
The objective of SDPM is to protect the confidential data stored in the original database. In this paradigm, prior to 
publishing their data on the external website, the data owner takes measures to sanitize or remove any sensitive 
material using a range of approaches, with the aim of safeguarding the confidentiality of the raw data. The 
external site use ARM techniques to do association rule mining on the sanitized database. 

Data anonymity and randomization are two well-known techniques for sanitising data that are employed in 
SDPM. In the data randomization strategy, each sensitive dataset item is assigned a random noise, which is added 
or multiplied using either the normal distribution or the Gaussian distribution. Additive and multiplicative 
randomization are two broad categories into which data randomization can be divided. Data randomization 
techniques are straightforward but effective at concealing sensitive information. Nevertheless, there is a chance 
that the sanitised dataset records could be utilised to identify a person using public records. One raw data 
protection technique that circumvents the drawbacks of randomization techniques is data anonymity. The goal of 
data anonymity is to stop personal records from being identified and disclosed. 
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3.2 Sensitive Pattern Protection Model (SPPM) 
The main goal of SPPM is to prevent the disclosure of its sensitive patterns throughout the association rule mining 
process on the sanitized database at the external site. The data owner modifies the original database D, also known 
as the "knowledge base (KB)", to prevent the discovery of specific sensitive association rules using association 
rule mining techniques, hence protecting the sensitive association rules. Ultimately, the data owner publishes the 
sanitized database D' to the external website. The sensitive rules Rs are concealed within association rules R', 
which are produced by the server at the external site following the execution of association rule mining on the 
sanitized data. The association rule hiding (ARH) model is synonymous with the sensitive pattern protection 
model. Association rule concealment strategies can be classified into three primary groups: heuristic-based, 
reconstruction-based, and metaheuristic-based procedures. 

(1) Heuristic-based ARH 
The most effective method for hiding association rules is to adopt a heuristic approach. Greek verb "heuriskein" 
which means "to find" is the source of the word "heuristic". Heuristic algorithms, which rely on error-based 
methods to explore the solution space and find satisfactory solutions, were commonly considered as heuristics. 
This method typically yields a decent answer, regardless of whether the result can be shown to be accurate. 
Following two methods are the primary groups of heuristic-based approaches, as per the data modification 
strategy. 

(A) Perturbation-Based Method 
The vast majority of scholars who have studied association rule concealing have embraced the perturbation-based 
approach. The term "perturbation" describes the selective alteration of some attribute values, such as converting a 
subset of 1 to 0, to lessen the support for rules and maintain the released database's maximum usefulness. These 
techniques are supposed to focus on the utility issues under the assumption of security. Numerous academic 
works examined how to reconcile data utility and privacy. Telikani and Shahbahrami's [12] combination of border 
and heuristic methods allowed for the optimisation of association rule concealment. In this work. For border-
based solutions, the MaxMin technique is the best option. Telikani used the MaxMin technique in conjunction 
with two heuristics to conceal association rules. They suggested the Decrease the Condense of Rule (DCR) hybrid 
algorithm. Regarding the amount of lost rules, rule mining time, and data utility, the experimental findings 
demonstrated that DCR performs better than Hai et al.'s proposed ARRHIL algorithm. A side-effect-free ARH 
approach was proposed by Surendra and Mohan [13]. The unique aspect of the suggested approach is that closed 
item sets and patterns rather than database transactions are cleaned up. In their scheme, there are lost rules and 
ghost rules in addition to hiding failure of 0. 

(b) Blocking-Based Method 
In this method, the sensitive rules are concealed by replacing them with a question mark. for a certain value in a 
chosen transaction. In certain situations, including in medical applications, it is preferable to use an uncertain 
value in place of a true one rather than a fake one. The definition of an association rule's support and confidence 
are somewhat altered when a question mark is added to the dataset. Consequently, the confidence and support will 
be changed to represent a confidence interval and a support interval, respectively. For association rules that 
concealed unknown values in the data set, they offered a framework. Aggregation and disaggregation are 
heuristic-based techniques that are frequently employed in ARH, in addition to perturbation- and blocking-based 
techniques. 

(2) Reconstruction-based ARH 
Several solutions were implemented to address the problem of privacy preservation by modifying the data and 
rebuilding the distributions to achieve association rule concealing. This technique's basic idea is as follows: the 
data owner finds a so-called "knowledge base (KB)", and uses it to mine the association rules that are hidden in 
the original database. Next, it sanitises the KB into KB' so that the KB' cannot mine the sensitive rules. Finally, 
KB' reconstructs the data and releases it to the external website. 
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(3) Metaheuristic-Based ARH 
The PPARM algorithms are anticipated to take into account the utility issues in order to provide security. For 
conventional PPARH algorithms, minimising side effects during the processing of association rule concealing is a 
difficult task. It is suggested to use evolutionary algorithms, which are metaheuristic-based solutions, to quickly 
locate the best answer. Metaheuristics are thought of as high-level ideas for utilising several techniques to explore 
search spaces. Widely used metaheuristics, or intelligent algorithms with a heuristic framework, include 
evolutionary algorithms like GA, Cuckoo Search (CS) algorithms, and ACO algorithms. Evolutionary algorithms 
have been widely used in association rule concealing to find the global optimal solution in recent years. 
According to the Darwinian principle, GA is a probabilistic search method that uses crossover and mutation to 
change an original population into a new population known as offsprings. The cpGA2DT [14] technique was 
presented by Lin et al. to conceal sensitive item sets by eliminating victim transactions that are based on GAs. The 
authors Lin et al. [14] initially presented a method that uses a multi-objective strategy to hide sensitive data by 
deleting transactions. Doan et al. [15] implemented ways to mitigate the unintended repercussions of the missing 
non-sensitive regulations. Their test findings showed that the enhanced strategy performed better. Ant Colony 
(ACO) algorithms are made to address optimisation problems, just like GA and CS algorithms. ACO-based 
strategies [16] were put out to enhance performance and lessen adverse consequences. 

3.3 Sensitive Data and Sensitive Pattern Protection Model (SDSPPM) 
The goal of SDSPPM is to safeguard sensitive patterns as well as sensitive databases. This model is primarily 
applied to Secure Multiparty Computation (SMC) problems over distributed data and secure outsourcing of 
association rule mining over vast volumes of data, including distributed and centralised data. Researchers have 
presented numerous SMC and cryptography-based methods that effectively align with this idea. 

(1) Outsourcing of Secure Association Rule Mining 
The growth of cloud computing has led to a growing concern over data mining outsourcing. According to our 
survey, association rule mining outsourcing is primarily concerned with outsourcing related to dispersed or 
centralised data. The original database D is encrypted by the data owner, who then transfers database D' to the 
cloud server. After calculating the encrypted strong association rules AR, the miner forwards the results to the 
data owner. The encrypted rules  are decrypted by the data owner, resulting in the generation of the original rules 
involving the original items. For instance, in order to reduce administrative costs, certain hospitals and 
organisations frequently outsource mined rule over data to the cloud. The issue of association rule mining over 
encrypted distributed data has drawn the attention of certain academics in recent years [17]. 

(2) Secure Association Rule Mining Over Distributed Data 
In certain situations, several parties may want to work together to determine the intriguing global association rules 
over the combination of all partitioned data while keeping their individual data private from one another. It is 
obvious that standard centralised systems aren't essentially flexible enough for these kinds of circumstances. 
Privacy Preserving Distributed Association Rule Mining (PPDARM) has become a significant field of study in an 
effort to address this issue. The primary goal of privacy-preserving association rule mining over vertically 
distributed data is to securely compute an item set’s support count. The miner classifies an itemset as frequent if 
its support count is greater than or equal to the specified minimum support threshold. Homomorphic encryption 
was also utilised by Hammami et al. [18] to accomplish privacy-preserving data mining in a cloud computing 
setting. An attack technique for the symmetric homomorphic encryption scheme was presented by Wang et al. 
[19]. They demonstrated in [19] that Li et al. overestimated the privacy of their plan. They demonstrated how to 
use the Euclidean and continuous fraction algorithms to recover the secret key from a number of known 
plaintext/ciphertext combinations. 

4. Dataset 

Dataset UC Irvine Machine Learning Repository 

Category Heart Disease 
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Selected Database Cleveland Database 

Instances Total: 310 

Features 14 

Feature Type Categorical, Integer, Real 

Characteristics Multivariate 

Subject Area Life Science 
Table 1: UCI Dataset 

The heart illness data was obtained from the UCI machine learning library. The Cleveland database was selected 
for this study. The collection contains a total of 303 records. The dataset in the repository contains data for just 14 
out of the 76 attributes. 

 
Table 2: Description of features of heart disease dataset 

The characteristics, its worth, and its explanation are elucidated in Table 2. The prediction of  disease involves 
thirteen features, with one attribute serving as the output or projected attribute for a patient's disease status. The 
Cleveland dataset includes an attribute named "num" that represents a patient's disease diagnosis. The values of 
this property vary from 0 to 4. In this scenario, a value of 0 represents the absence of disease, while values 
ranging from 1 to 4 show the presence of disease in the individuals. The scale reflects the severity of the disease, 
with 4 indicating the maximum level. 
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5. WORKFLOW OF IMPLEMENTATION WORK 

 
Figure 4: Workflow of Implementation work 

Workflow of our implementation work is as shown in figure 4. It’s contained total five phase as described below. 

5.1 Data Preprocessing 
Following data gathering, preprocessing was done. The  data had six records with missing values. The dataset's 
total number of records decreased from 303 to 297 by eliminating all entries containing missing values. Next, the 
multiclass of the predicted attribute for the presence of heart disease in the dataset were converted to binary values 
. To complete the data preprocessing operation, all diagnosis values between 2 and 4 were changed to 1. As a 
result, the only diagnosis values in the generated dataset are 0 and 1, where 0 indicates the absence of heart 
disease and 1 indicates its existence. Following the reduction and transformation, 160 records for "0" and 137 
records for "1" were obtained from the distribution of 297 records for the "num" characteristics. 

5.2 Feature Selection 
Only the "age" and "sex" characteristics, two of the 13 features, relate to a patient's personal data in the context of 
heart disease prediction. The clinical characteristics that make up the remaining 11 elements were all gathered 
from different medical exams. In order to develop the classification model for this experiment, a mixture of 
features was chosen and employed using different classification techniques: k-NN, Decision Tree, Naïve Bayes, 
Logistic Regression, Vote, SVM. The brute force approach was used to limit its lower bound (minimum 3 
characteristics) for this reason. The process involved testing every potential feature combination using every 
technique. Using the seven data mining techniques, each of the 13 attributes' possible combinations of three 
features was investigated in the experiment's initial step. The experiment was then run again to choose every 
conceivable pairing of four qualities chosen from the list of thirteen attributes. 

5.3 Classification Modelling 
k-NN, Decision Tree, Naive Bayes, Logistic Regression (LR), SVM, and Vote were the six most widely used 
classification techniques in data mining that were used to create the models after that feature selection. A 10-folds 
cross-validation technique was applied to verify the models' performance. Using this method, the dataset is split 
up into ten subgroups and processed ten times in total. One subset is utilised as a training set, and the other nine 
are utilised as testing sets. Lastly, an average of the findings after ten iterations is displayed. Because stratified 
sampling is used to divide the subsets. 
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5.4 Performance Measure 
Three performance metrics were used to assess the effectiveness of the categorization models: precision, f-
measure, and accuracy. The fraction of accurately anticipated cases among all instances is known as accuracy. 
The weighted mean of recall and precision is known as the F-measure. The percentage of accurate predictions for 
the positive class is known as precision. These three performance measures were used to find the important 
characteristics; accuracy and precision measures were utilised to find the data mining technique that produced the 
best-performing models. The three performance indicators offer a more comprehensive comprehension of the 
overall behaviour of the different feature combinations, which is helpful for the identification of significant 
characteristics. However, as accuracy and precision are the most logical performance indicators, data mining 
technique analysis concentrates on the top-performing models that can predict heart disease with high accuracy. 
Performances have been assessed independently for each classifier, and all data has been accurately documented 
for future study. 

5.5 Result Analysis 
The outcomes of the experiments are shown in this section. Based on the examination of the experiment findings, 
accuracy of the six well known classifiers is measured as shown in the table-3, and from the analysis of 
combination of selected features, nine significant attributes: sex, cp, fbs, restecg, exang, oldpeak, slope, ca, and 
thal, were discovered. 

Techniques Accuracy (%) Combination of selected features 

SVM 89.00% sex, cp, chol, restecg, oldpeak, slope, ca, thal 

Vote 84.00% Age,Sex, cp, thalach, exang, oldpeak, ca 

Naïve Bayes 78.04% Age, sex, cp, chol, fbs, exang, oldpeak, slope, ca, 

Logistic Regression 80.48% Sex, cp, fbs, thalach, exang, slope, ca, thal 

k-NN 84.00% Sex, cp, fbs, restecg, oldpeak, ca, slope 

Decision Tree 81.50% Sex, cp, fbs,chol, oldpeak, ca, thal 
Table 3: Accuracy and combination of features of six classifiers. 

After selecting nine significant features, accuracy of the five well known algorithms, are measured and the 
comparison is given in figure 5. As shown in the figure 5, accuracy is increased when we reduce the number of 
features from 13 to 9. 

 
Figure 5: Accuracy comparison with 9 and 13 features . 
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After selecting the significant features, association rule mining is applied on the data and the frequent item sets, 
and association rule is generated. Here apriori techniques is applied with the threshold of 50% for minimum 
support count and 100% of confidence. The generated rule is given as per the table-4 given below. 

Rule No Rule Support (%) Confidence (%) 

1 { Thalach, Trestbps, Chol }  Num 51.79 100% 

2 { CA, Chol, OldPeak }  Num 51.07 100% 

3 { Thalach, Sex, Chol }  Num 53.95 100% 

4 { Sex, Chol, OldPeak }  Num 55.39 100% 

5 { OldPeak, Chol }  Num 69.06 100% 

6 { Sex, Chol }  Num 68.34 100% 

7 { Thalach, Chol }  Num 67.67 100% 

8 { Trestbps, Chol }  Num 64.74 100% 

9 { CA, Oldpeak }  Num 61.11 100% 

10 { Thal, Chol }  Num 61.87 100% 
Table 4: Generated association rule using apriori algorithm. 

7. CONCLUSION 
Over the past few decades, PPARM has been extensively studied in the field of health care as a relatively young 
and quickly developing field of study. There are numerous methods that have been used for PPARM. An 
exhaustive review of the current PPARM algorithms is given in this study. Our goal in this effort was to 
collaborate with several EHR systems that include data that is partitioned horizontally in order to increase the 
accuracy of medical research. Concerns about privacy were brought up in relation to cooperating multiple EHR 
systems. We suggested a safe and effective PPDARM algorithm for horizontally partitioned data in order to 
address this. An experimental analysis employing heart disease data confirmed the improved privacy preservation 
and accuracy of the algorithm. 

8. FUTURE WORK 
The same experiment can be carried out on a sizable real-world dataset in order to further this topic. Additionally, 
the suggested method can be expanded to EHR systems with vertically partitioned data and examined for other 
diseases. As a future work we have planned to implement PPARM using trusted third-party model and semi 
honest model. 
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