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ABSTRACT 

A fair way to evaluate designed ML models is to check the performance when using the same dataset. The dataset 

should have a sufficient number of samples and be well-validated. However, in cases where constructing a 

dataset from scratch is necessary, accurately evaluating ML models can be challenging due to data shortage. To 

overcome data shortage, data augmentation methods are employed. In this study, we propose methods for 

augmenting fixed-length time series data using KDE and semi-supervised learning techniques. In the KDE 

approach, we evaluate performance based on two types of kernels, while in the semi-supervised learning 

approach, we apply noise injection and Label Spreading methods. In both approaches, we adjust the 

augmentation ratio of the original data to track performance changes and determine the most effective method for 

the dataset at hand. 
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• INTRODUCTION 

o Motivation 

Artificial Intelligence (AI) performance is absolutely influenced not only by the type and size of the AI model, but 

also by the dataset applied. Widely known datasets, from the small dataset MNIST to the large dataset ImageNet, 

have sufficient samples and are well-validated datasets. For this reason, many studies on vision-based AI models 

evaluate their performance using the corresponding dataset. If the application to which AI is being applied cannot 

use well-verified datasets such as MNIST [1], CIFAR [2], ImageNet [3], or COCO [4], data shortages or 

overfitting may occur. This is the case when using a custom dataset. Most reliable datasets are focused on the 

computer vision field, and it is difficult to build datasets in special-purpose systems such as wearable Human 

Activity Recognition (HAR) systems, behavioral data of the disabled, and sensor-based systems [5-11]. In this 

study, data augmentation techniques are applied to a custom dataset built to recognize finger movements. Measure 

performance changes by considering the data augmentation method, data augmentation rate, and size of the 

Machine Learning (ML) model, and select the most appropriate technique for the application. 

o Background 

In a previous study that proposed energy-accuracy optimization, a wearable device was implemented and finger 

movements were recognized [12]. The output of the system consisting of a two-axis flex sensor and Micro 

Controller Unit (MCU) is the finger joint angle in the range of -180˚ to 180˚. The dataset is time series data in 

which the angles of the x- and y-axis finger joints change over time. The most suitable ML model in this study 

was Multi-Layer Perceptron (MLP) with a single hidden layer. Since the applied model is MLP, all samples in the 

dataset have n fixed sizes. The dataset used in this custom system was constructed directly due to cost and time 

limitations. 

The simplest and most intuitive example of a data augmentation technique is to increase the number of images by 

rotating, cropping, or flipping them [13]. The techniques to be compared and analyzed in this study using time 

series data are the Kernel Density Estimation (KDE) method and the Label Spreading method with Gaussian 

noise added. First, the KDE method is a non-parametric estimation method that finds probability density using 

only observed  data. In  a  previous study that performed  data augmentation  using the KDE method, it was 
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confirmed that the efficiency of data augmentation decreases as the number of original data increases [14]. 

Second, the Label Spreading method is one of the semi-supervised learning methods and is a method of labeling 

some unlabeled data points. In this study, unlabeled data samples are created by injecting noise into the original 

data, and then labeling is performed using the Label Spreading method. Finally, use the generated data sample to 

check performance changes. 

• DATA AUGMENTATION METHOD 

o KDE Method 

The most representative example of a density estimation method is a histogram, which visualizes bins and the 

amount of data within each bin. The kernel density estimation technique estimates the distribution (density) of the 

original variable from the distribution of the observed data, thus well preserving the characteristics of the original 

data [15, 16]. Rather than assuming that the relationship between data samples follows a specific distribution, the 

distribution is estimated using actual observed data. The definition of the kernel function used in KDE is that the 

integral value is 1 (Equation 1), and it is symmetrical around the origin and is a non-negative function (Equation 

2). 
 

  (1) 

 

  (2) 

In the equation 3, K is the kernel, the i-th data sample of the random variable x is x_i, and h is a parameter called 

bandwidth. Bandwidth makes the shape of the kernel sharp or smooth. 

 
  (3) 

Figure 1 shows Tophat and Gaussian kernel. The bandwidth of the Gaussian kernel is large, and the bandwidth of 

Tophat is small, showing a gentle and sharp shape, respectively. 

Fig. 1. Kernel shape according to bandwidth (h) 

o Label Spreading Method 

Semi-supervised learning is a method that combines the characteristics of supervised learning and unsupervised 

learning. Semi-supervised learning is used when only some data is labeled and the rest is unlabeled. The main 

parameter of the Label Spreading algorithm is the kernel, and Radial Basis Function (RBF) and K-Nearest- 

Neighbors (KNN) kernels are mainly used. Both kernels are functions that measure similarity between data 

samples, and determine similarity through distance in dimensional space. In this study, the KNN algorithm was 

adopted, and the number of neighbors is determined through repeated experiments. 
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• EXPERIMENTAL SETUP 

In this chapter, data augmentation techniques for fixed-length time series data are applied, and performance 

changes according to the parameters of each technique are confirmed. The optimal algorithm explored with the 

same dataset in [12] was MLP. The optimal scenario explored considering energy consumption in the system was 

MLP processing 28 samples per given time. Since MLP requires a fixed-length input, the output of the flex sensor 

that changes over time was preprocessed and arranged in order by a set number. The original dataset constructed 

in the same manner as above has 17 classes defined, and there are 300 samples for each class. Here, 250 samples 

per class are used as a test set and are not exposed during the learning and data augmentation process. The 

remaining 50 samples per class are used for both augmentation and learning processes. Previous research [14] 

showed that increasing the amount of data to learn does not necessarily have a positive effect on performance. If 

the original dataset has not been sufficiently verified or does not reflect the characteristics of the original dataset 

due to excessive data augmentation, data augmentation may actually cause performance reduction. For this 

reason, the rate of data augmentation is also explored in the experiment. Figure 2 is an example of over- 

augmented data samples. Augmenting data at an augmentation rate that is too high can break down the boundaries 

between classes. 

Fig. 2: An example of over-augmented data samples (1000 times) 

If the number of training data samples increases, a larger ML model may be needed. If the data shortage 

environment is overcome, sufficient learning is possible and can be applied to a model with more parameters. 

Overall, in this study, performance evaluation is conducted according to the type of kernel, data augmentation 

rate, and size of the MLP model for each method. Both KDE and Label Spreading methods were evaluated using 

Scikit-learn's API [17]. To check the number of MLP parameters required for each augmentation factor, an 

experiment is conducted by changing the number of nodes in the hidden layer of the MLP to 50, 100, 150, and 

200. 

o Data Augmentation using KDE Method 

The kernel types, which are the main parameters of KDE used in the experiment, were Tophat and Gaussian. 

Figure 3 shows the data augmentation results according to the type of each kernel. As can be intuitively seen, the 

Tophat kernel has a narrow bandwidth, so the range in which new data samples are created is narrow, and the 

Gaussian has a wide bandwidth, so new samples are created in a spread form from the original data. 



ISSN: 2633-4828 Vol. 5 No.4, December, 2023 

International Journal of Applied Engineering & Technology 

Copyrights @ Roman Science Publications Ins. 

International Journal of Applied Engineering & Technology 

Vol. 5 No.4, December, 2023 

2436 

 

 

 

  
Fig. 3: Original dataset and dataset augmented by KDE method 

(a) : Original dataset, (b): Tophat kernel, (c): Gaussian kernel. 

o Data Augmentation using Label Spreading Method 

Before applying the Label Spreading Method, apply Gaussian noise. The range of Gaussian noise was set to 

within 1% of the range of the raw data. Raw data has values ranging from -180˚ to 180˚, so the noise range is 

applied within 3.6˚. Additionally, the raw data range after noise injection is processed so that it does not exceed 

the actual sensor output range of -180˚~180˚. Figure 4 shows the process of injecting noise into the original data 

and Label Spreading. 

(a) 

 

 

 

 

 

 

 

 

 

 

 
 

Fig. 4: Dataset augmented by label spreading method 

(a): Original dataset, (b): Noise injection, (c): Label Spreading applied. 

Figure 5 (a), (b), (c), and (d) show the experimental results when the number of nodes in the hidden layer of the 

MLP is 50, 100, 150, and 200, respectively. Overall, as the augmentation factor increases, KDE and Label 

Spreading using the Tophat kernel show a trend of increasing performance according to the augmentation factor. 

On the other hand, in KDE with Gaussian kernel, performance tends to decrease as the augmentation factor 

increases. It can be inferred that the wide bandwidth of the Gaussian kernel is not suitable for the dataset. The 

highest overall performance is the Label Spreading method with an accuracy of 92.67%, and the augmentation 

factor is 40 (figure 5(b)). The case with the highest increase in accuracy is Label Spreading (augmentation factor: 

50) in figure 5(c). The performance of the MLP learned with the original dataset was 78.43%, but with data 

augmentation, the performance was achieved at 92.20%, showing a performance improvement of about 13.77%. 

(c) (a) (b) 

(b) (c) 
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Fig. 5. Performance change graph according to augmentation factor and size of MLP. 

Number of nodes in hidden layer (a): 50, (b): 100, (c): 150, (d): 200. 

• CONCLUSIONS 

In this study, augmentation was applied to a dataset consisting of fixed-length time series data using the KDE 

method and the Label Spreading method. As a result, an accuracy of up to 92.67% and an accuracy increase of up 

to 13.77% were achieved. Even though the test set for evaluation was not exposed during the training and data 

augmentation process, accuracy improvement was achieved. As a result, the Label Spreading method injecting 

Gaussian noise showed the best performance. In the KDE method using the Tophat kernel, a linear increase in 

accuracy was confirmed. 
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