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ABSTRACT 
The multitude of features present in heart disease datasets often hampers accurate prediction outcomes. This 

decline in prediction performance is attributed to the inclusion of redundant features and suboptimal feature 

selection methods. In response, this paper introduces a hybrid learning approach that combines a convolutional 

neural network (CNN) with the firefly optimization algorithm. The hybrid learning approach aims to mitigate the 

adverse effects of redundant features and enhance the feature space mapping for the CNN model. To evaluate the 

performance of the proposed algorithms, a 10-fold cross-validation testing method is employed. Additionally, 

hyperparameter tuning is conducted, specifically focusing on the number of fully connected layers, set at 10 in the 

feature vector. Results indicate that the firefly optimization algorithm achieves an accuracy of 95.148% when 

utilizing the full set of attributes. However, the highest accuracy of 96.46% is attained when employing the 

optimal attribute set obtained through optimized attribute evaluation. Moreover, employing the deep learning 

classifier bagging with firefly optimization yields the highest Receiver Operating Characteristic (ROC) area of 

0.91, utilizing both the full and optimal attribute sets derived from the firefly optimization process. Overall, the 

hybrid learning classifier emerges as the most effective prediction method compared to alternative techniques, 

showcasing a 3.25% accuracy improvement through the tuning of hyperparameter, particularly the fully 

connected layer set at 10, in conjunction with the optimized feature set. This analysis of state-of-the-art results 

demonstrates superior performance over conventional CNN, LSTM, and RNN models. 

Keywords: - Heart Disease, Feature Optimization, FA, Deep Learning, CNN, Hybrid Learning. 

INTRODUCTION 
According to the World Health Organization (WHO), heart diseases rank among the leading causes of death 
globally. Identifying cardiovascular diseases (CVD) poses significant challenges due to various contributing 
factors, including high blood pressure, cholesterol levels, diabetes, abnormal pulse rate, and others [1,2]. 
Moreover, CVD symptoms may manifest differently based on gender; for instance, males may experience chest 
pain, while females might exhibit additional symptoms like chest discomfort, nausea, extreme fatigue, and 
shortness of breath [3,4]. Although researchers have explored numerous techniques for predicting heart diseases, 
early-stage prediction remains inefficient due to complexities, execution time constraints, and challenges related 
to accuracy. Recognizing the importance of timely diagnosis and treatment, advancements in predictive 
methodologies hold the potential to save many lives [5]. Diagnosing heart health issues poses challenges due to 
various factors like blood pressure, cholesterol levels, and creatine levels. Authors in [6] conducted an analysis to 
identify contributing factors to heart disease, highlighting controllable elements such as alcohol usage, smoking, 
diabetes, high cholesterol, and limited physical activity. In the modern healthcare landscape, electronic health 
records (EHRs) play a pivotal role in both clinical practice and research endeavors[7]. However, reliance solely 
on physical examinations may introduce errors, which could have grave consequences in the context of heart 
disease diagnosis. Leveraging machine learning-based expert systems has proven effective in diagnosing 
cardiovascular diseases, ultimately contributing to a reduction in mortality rates. Automatic detection of heart 
disease presents several challenges, primarily stemming from the diverse array of factors influencing the accuracy 
of detection devices[8,9]. The efficacy of these devices heavily relies on the efficiency of algorithms, particularly 
those employed in machine learning and deep learning. Machine learning encompasses various algorithms, 
including unsupervised and supervised learning methods. Within supervised learning, regression algorithms like 
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Support Vector Regression (SVR) and other statistical regression functions are commonly utilized for heart 
disease detection [11,12]. Alternatively, classification algorithms such as Support Vector Machine (SVM), 
Random Forest, and ensemble-based approaches offer effective means of classification. However, machine 
learning's limitations are being addressed through the adoption of deep learning algorithms, which significantly 
enhance detection capacity. Deep learning algorithms excel in feature selection and optimization, crucial 
components of effective detection [13]. Feature selection methods, including rank-based and random-based 
algorithms, play a vital role in enhancing detection accuracy by identifying relevant features. Additionally, feature 
optimization processes contribute significantly to heart disease detection. Recent advancements have introduced 
algorithms for feature optimization, such as swarm intelligence-based approaches like Ant Colony Optimization 
and Particle Swarm Optimization, as well as meta-heuristic-based functions. These algorithms further refine 
feature selection and optimization processes, thereby improving the accuracy and efficiency of heart disease 
detection systems. The paper introduces a novel approach to optimizing features in medical data, specifically 
targeting the reduction of redundant features in the context of heart disease detection. The proposed method 
utilizes the firefly algorithm, a meta-heuristic function inspired by swarm intelligence, to enhance the 
convergence of medical data and identify optimal features relevant to heart disease detection [14,15]. By 
leveraging the firefly algorithm, the proposed technique aims to improve the accuracy and efficiency of disease 
detection by refining the feature selection process. An interesting aspect of this approach is its integration with 
convolutional neural networks (CNNs), a powerful deep learning technique commonly used in image recognition 
and classification tasks. By incorporating the firefly algorithm into the pooling process, the sample size is 
increased, facilitating more comprehensive analysis and potentially improving the detection accuracy of heart 
disease. This paper presents an innovative method that combines meta-heuristic optimization with deep learning 
techniques to address feature redundancy in medical data, with a specific focus on enhancing heart disease 
detection. This approach has the potential to contribute significantly to the advancement of medical diagnostics by 
improving the accuracy and efficiency of disease detection algorithms. The main contributions of this paper is: 

 Accelerates the detection ratio of heart disease on early stage of disease. 

 Finding a novel methodology for classification of heart disease based on feature optimization 

 Compare proposed algorithm with existing algorithm as detection ratio on different parameters. 

 Improves the capacity of convolutional neural network and reduces complexity of CNN networks 

The rest of the article explores, as in Section II, related work in the area of heart disease detection; in Section III, 
proposed methodology based on firefly algorithms and CNN; in Section IV, experimental analysis and datasets; in 
Section V, results and discussion; and in Section VI, a paper with future direction 

II. RELATED WORK 
Heart disease remains a prevalent and serious health concern globally, often linked to lifestyle factors. Its impact 
on mortality rates is significant, with approximately one in three individuals affected by heart disease-related 
issues. Accurately predicting heart disease poses a major challenge due to the multitude of factors involved in the 
prediction process. However, recent efforts from various researchers have focused on developing methodologies 
aimed at enhancing the accuracy of heart disease prediction through feature selection and optimization techniques. 
This section delves into the methodologies proposed by these authors, aiming to shed light on the advancements 
made in this field and their potential implications for improving healthcare outcomes. In [1], utilized a decision 
tree classifier in conjunction with backward feature selection to achieve a maximum classification accuracy of 
88.52%, with precision at 91.30%, sensitivity at 80.76%, and an f-measure of 85.71%. In contrast to healthcare 
informatics [2], the suggested approach extends its applicability to diverse fields such as sports analytics, 
bioinformatics, and financial analysis. The Naive Bayes model and XG Boost significantly differ at a 95% 
confidence interval when two characteristics are combined. In [3], to address class imbalance, the Synthetic 
Minority Oversampling Method (SMOTE) significantly improved predictive performance. The combination of 
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Extra Trees Classifier (ETC) with SMOTE achieved an impressive accuracy of 92.62% in predicting the survival 
of heart patients. In [4], employing a machine-learning-based method, the author successfully identified highly 
correlated features in patient electronic clinical data. Both datasets achieved remarkable accuracy ratings, with the 
first dataset reaching 100% and the second dataset at 97.68%, along with perfect precision, recall, and F1 values. 
In [5], using various well-known machine learning algorithms, including logistic regression, support vector 
machines, and decision trees, the author demonstrated that fewer features can lead to a higher prediction accuracy 
of approximately 87%. In [6], comparing different methods, the SMO classifier emerged as the most accurate 
prediction method, while setting the hyperparameter "k" to 9 in IBk improved performance by 8.25% using the 
chi-squared attribute set. In[7], Employing data collection, pre-processing, and transformation techniques, the 
suggested model achieved superior outcomes through wrapper feature selection methods compared to other filter 
feature selection methods. In [8], utilising the LASSO technique for feature selection and Gaussian Naive Bayes 
for classification, the proposed system showcased impressive results with an accuracy score of 94.92% after 
utilizing feature selection techniques like Lasso and Ridge regression. In[9] Based on the CDF-DI monitoring 
system, a machine learning system was developed for wearable IoT-enabled smart healthcare, achieving a 
prediction accuracy of 96% for the survival status of heart failure patients using the winning RF method. In [10], 
suggested approaches were verified on 23 medical datasets, with LBMFO-R1 outperforming other techniques on 
39% of the datasets and LBMFO-R2 outperforming others on three datasets. [11] Techniques proposed in the 
literature can be applied to classify heart diseases using patient datasets from various sources, with model-
assembling techniques aiming to improve classification accuracy. In [12], using an embedded method for 
analytical attribute selection, the suggested SVM HFWE-FS algorithm achieved accuracy results of 93.33%, 
surpassing other algorithms by significant margins. In [13], a fuzzy logic strategy employing greedy hill climbing 
feature selection methods was developed for diabetes classification, addressing issues with diagnosis. In [14], 
using the Improved Squirrel search algorithm and rank aggregation, a hybrid feature selection model for 
biological datasets was proposed, achieving notable information-based measure values across attributes. In [15], 
employing six feature selection approaches and four prediction algorithms on glycaemic-related biological 
characteristics, Random Forest emerged as the best-performing algorithm, providing the best average performance 
over multiple prediction horizons. In [16], a novel approach utilizing heart rate variability features in machine 
learning algorithms achieved high accuracy rates for predicting cardiac health, with CNN, SVM, and overall 
performance reaching notable levels. In [17], including demographic, plasma biomarkers, and echocardiography 
data, Ada Boost properly classified patients with LVH and DHF, demonstrating high accuracy rates with limited 
data inputs. In [18], the suggested model showcased increased accuracy and reduced computational load 
compared to other techniques, indicating its superiority in predicting cardiac diseases. In [19], employing various 
machine learning classifiers, the proposed technique achieved high accuracy rates in categorizing animal status 
into distinct groups, highlighting its effectiveness in classification tasks. In [20], offering a machine-learning tool 
for precise estimation of particulate matter concentration, the suggested technique, particularly using random 
forest and GBM, achieved exceptional accuracy and AUC scores in classification. In [21], using SMOTE and 
ensemble classifiers, the proposed model achieved high accuracy in the early detection of heart illness, 
showcasing the effectiveness of the approach in healthcare applications. In [22], by combining aggregation 
methods and filter feature selection strategies, the proposed ensembles, evaluated with various classifiers, 
demonstrated improved performance in dataset classification. In [23] Utilizing existing datasets in healthcare, the 
study aimed to assist clinicians in making accurate decisions for patient management, with 90% of the dataset 
used for training and 10% for testing. In [24], employing MSU as a selection criterion with algorithms like rapid 
correlation and relief, followed by penalty-based regression, the proposed method achieved satisfactory RMSE for 
blood pressure prediction. Utilising ensemble models and machine learning algorithms, the study predicted 
mortality rates in specific patient cohorts, providing valuable insights for clinical decision-making. In[26] 
Demonstrating high accuracy in predicting heart illness, the proposed technique utilizing data mining algorithms 
offers potential for effective healthcare management. In [27], building on advanced algorithms, the proposed 
OBEFS technique offers promising advancements in deep learning for engineering and medicine, with future 
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work aimed at further extensions. In [28], using the Cleveland UCI dataset, the study highlighted the utility of 
Choose Best in enhancing heart disease prediction, with hybridized classifiers achieving high accuracy rates. In 
[29], for the leukaemia dataset, SVM and KNN models achieved remarkable accuracy with a limited number of 
features, indicating their efficacy in disease classification. In [30], various metrics were used to evaluate machine 
learning models' performance, with the proposed model achieving notable accuracy, recall, cross-validation mean, 
and AUC scores. In [31], employing a strategy to remove non-informative characteristics from the ResNet50 
model improved pneumonia diagnosis accuracy, with implementation carried out using PyTorch. In [32] The 
study described a model for finding depression and used ensembles and feature selection algorithms for 
classification. It also tested performance across several splits of training data. In [33], developing a risk 
stratification tool using machine learning algorithms, the study accurately predicted mortality risk levels, 
demonstrating clinical utility for patient management. In [34], employing machine learning classifiers, the study 
effectively differentiated individuals using original and SMOTE data, achieving high performance metrics 
including accuracy, sensitivity, specificity, and AUC scores. In [35], utilising nonnegative matrix factorization in 
feature-based rejection of PCG signals, the study compared feature-based and DL classifiers' performance, 
highlighting challenges and costs associated with each approach. In [36], employing RF, SVC, KNN, LGBM, 
Bagging, and AdaBoost classifiers, the study accurately predicted the death rate of heart failure patients, 
demonstrating the model's effectiveness and capability. 

III. METHODOLOGY 
This section describes the proposed methodology for heart disease prediction based on a hybrid learning 
approach. Hybrid learning approach based on feature optimization and deep learning algorithms. The process of 
feature optimization employed the Firefly algorithm. The Firefly algorithm reduces the redundancy of features in 
heart disease data. The process of optimization improves the feature mapping of CNN networks. The employed 
CNN networks are 10-layer networks along with ReLU activation and apply max-poling feature selection to the 
input feature matrix. The processing of the algorithm is presented in Figure 1. The methodology section is 
described in three sections: the first section describes the firefly algorithm (FA), the second section describes the 
CNN algorithm, and the third section describes the proposed methodology for heart disease prediction. 

1
st
 SECTION 

FIREFLY ALGORITHM (FA) 

The firefly algorithm (FA), proposed by Yang, belongs to the family of swarm intelligence techniques. It operates 
as a stochastic, meta-heuristic algorithm designed to locate global optimal solutions within search spaces, 
addressing optimization problems including those categorized as NP-hard. Inspired by the natural phenomenon of 
fireflies emitting light, the FA mirrors the physical formula governing light intensity observed in these insects. 
The fundamental concept of the firefly algorithm lies in interpreting the characteristics of light intensity, where: 
All fireflies are considered unisex, with any two fireflies potentially exhibiting attraction towards each other. The 
level of attraction between fireflies is directly proportional to their respective light intensities. Fireflies with lower 
light intensity tend to move towards those emitting higher light intensity. In the absence of a firefly with higher 
light intensity nearby, a firefly will randomly explore the search space. The light intensity emitted by a firefly is 
determined by a fitness function, which serves as a measure of its effectiveness in solving the optimization 
problem at hand. Within the firefly algorithm, three key aspects are addressed[37,38]: 

The core component of firefly algorithm is attraction function and movement of fireflies. 

Attraction function 

The attractiveness function β can be monotonically decreasing function such as 

 

Here r is distance between two fireflies I and j respectively. Euclidean distance is applied in this work.  is an 
attraction parameter that attractiveness at r=0 and γ is a light absorption coefficient. 
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Movement of fireflies 

The movement of fireflies depends on lower light intensity to higher light intensity as equation (2) 

 
where Xi(t) and Xj(t) are positions of firefly i with lower light intensity and firefly j with higher intensity at time t 
respectively, a is a random parameter which determines randomly behavior of movement of fireflies, rand is a 
random number generator uniformly distributed in [0,1]. 

2
nd

 SECTION 

Deep learning algorithm 
Convolutional Neural Networks (CNNs) are a class of deep neural networks that are primarily used for analyzing 
visual imagery. They have been highly successful in tasks such as image recognition, object detection, and image 
segmentation. Here's an overview of CNNs: In a convolutional layer, a set of learnable filters (also known as 
kernels) is applied to the input image. These filters detect patterns such as edges, textures, or more complex 
features. The filters slide (or convolve) across the input image, computing dot products between the filter weights 
and the input at each position. This operation produces feature maps that highlight the presence of different 
features in the input. After convolutional layers, pooling layers are often used to reduce the spatial dimensions of 
the feature maps while retaining important information. Common pooling operations include max-pooling, which 
selects the maximum value within a region of the feature map, and average pooling, which computes the average 
value. Pooling helps make the representations learned by the network more robust to variations in the input, while 
also reducing computational complexity. Activation functions like Rectified Linear Units (ReLU) are typically 
applied after convolutional and pooling operations to introduce non-linearity into the network. CNNs often 
include one or more fully connected layers. These layers connect every neuron in one layer to every neuron in the 
next layer, enabling the network to learn high-level features and make predictions based on the learned features. 
Fully connected layers are typically used in the final stages of the network to map the learned features to specific 
output classes. CNNs are trained using supervised learning, where labeled training data is used to adjust the 
network's parameters (weights and biases) through backpropagation and gradient descent. During training, the 
network learns to minimize a loss function that measures the difference between its predictions and the true 
labels. 
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Figure 1 proposed model of hybrid learning algorithm for heart disease predication 
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3
rd

 SECTION 

Proposed Methodology 
The proposed hybrid learning is resolving issue of feature mapping. the processing of model mapped feature of 
dataset of heart disease, and search all features approach as non-linear. The proposed model employed rectified 
linear active function for the training of the networks. The ReLU function describes as 

 

Here x defines the argument of the function. Also consider O and  to be the output of the network and the input 
of the learning , the expression can write as 

 
Where n and W are defined as the number of layers of the network and the weight of the network respectively. 

Processing of CNN 

1. The input of network is featuring vector   and precoding matrix  

2. After the processing of feature vector and other parameters employe firefly algorithm. the employed firefly 
algorithm removes local interference and improve the process of feature mapping. 

3. The layer of convolutional network 64 different 4 X 4X1 filters and 1 stride produces feature map follows 
ReLU. 

4. Employed the feature constraints for next layer for the selection of distant features. The fitness of selection is 
 

5. The layer of fully connected to process of feature factors. The total numbers of neurons is 256. 

6. The output of FC layer is proceeded in 3X3X1 filter of convolutional layers filter and stride 1 

7. The maximum pooling of network filter is 3X3X1 

8. The total number of convolutional layers is 10 

9. Finally estimates optimal preceded matrix  

10. Predict features as normal and disease. 

11. Exit 

12. Table 1 parameters value of CNN network 

Algorithm Parameter Values 

CNN Layer 10 
Activation function ReLU 

Optimizer FA 
Loss Binary cross entropy 

Epochs 200 
Validation _split 2 

Batch size 500 

IV. Experimental Analysis 
To evaluate the performance of proposed algorithms using MATLAB software version R2018a, the system 
configuration comprises an Intel Core i7 processor, 16GB RAM, and the Windows 10 operating system. While 
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MATLAB offers built-in support for certain classification algorithms recurrent neural network (RNN), other 
classifier functions are defined and programmed using function files, which are compiled with library files. For 
the evaluation process, UCI machine learning datasets are employed. The data processing involves utilizing 10-
fold cross-validation for prediction and assessing parameters like accuracy, sensitivity, and specificity. The 
prediction of disease categorized into two class, class-1 and class-2. The representation of class-1 is abnormal and 
class-2 is normal.  The description of parameters as [28,29,30,31] 

 

 

………………..(6) 

………………..(7) 

TP: True Positive 

TN: True Negative 

FP: False Positive 

FN: False Negative 

Dataset Descriptions: 

Hungarian: This dataset, collected at the Hungarian Institute of Cardiology in Budapest by Andras Janosi, 
consists of ten features. Initially comprising 294 samples, 34 were discarded due to missing values, leaving 262 
records. These records are divided into 62.21% representing healthy subjects and 37.78% with heart disease. 

Cleveland: With a total of 303 instances, the Cleveland dataset contains 76 attributes, of which only 14 are 
considered. It serves as another dataset for heart disease prediction analysis. 

Z-Alizadeh Sani: This dataset includes 270 instances and 13 attributes. Patients are classified into two categories: 
CAD or Normal. A patient is categorized as CAD if their diameter narrowing is greater than or equal to 50%, 
otherwise labeled as Normal. 

Statlog: This dataset, comprising 270 instances and 13 attributes, features no missing attribute values. 
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Figure: 2 Performance analysis of accuracy for Cleveland dataset. 

 
Figure: 3 Performance analysis of sensitivity for Cleveland dataset 
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Figure: 4 Performance analysis of Specificity for Cleveland dataset. 

 
Figure: 5 Performance of analysis F1 for Cleveland dataset. 
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Figure: 6 Performance of analysis Accuracy for Hungarian dataset. 

 
Figure: 7 Performance analysis of Sensitivity for Hungarian dataset. 
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Figure: 8 Performance analysis of Specificity for Hungarian dataset. 

 
Figure: 9 Performance analysis F1 for Hungarian dataset. 
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Figure: 10 Performance analysis of accuracy for  Sani dataset. 

 
Figure: 11 performance analysis of sensitivity for Sani dataset. 
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Figure: 12 Performance analysis specificity for Sani dataset. 

 
Figure: 13 Performance analysis F1 for Sani dataset. 
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Figure: 14 Performance analysis of accuracy for Statlog dataset. 

 
Figure: 15 Performance analysis for sensitivity for Statlog dataset. 

V. RESULTS AND DISCUSSION 
This section scrabble into an examination of the performance of a proposed algorithm in comparison to existing 
deep learning algorithms like RNN (Recurrent Neural Networks), LSTM (Long Short-Term Memory), and CNN 
(Convolutional Neural Networks). The evaluation encompasses four distinct datasets: Cleveland, Hungarian, 
Statlog, and Sani datasets. Performance evaluation metrics include accuracy, sensitivity, specificity, and the F1 
score. The results of the performance evaluation are presented graphically, likely in figures 2 to 17. Figures may 
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include plots or charts illustrating the performance metrics for each algorithm across the different datasets. 
Comparative analysis of the algorithms' performance across various metrics and datasets may be provided to 
identify strengths and weaknesses. 

Table 2: Result analysis of CNN, RNN, LSTM, and Proposed for Cleveland dataset. 
Dataset Method Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1 (%) 

 
 
 
 
 
 

Cleveland 

CNN 95.65 95.89 95.89 95.65 
RNN 97.89 96.84 96.81 96.78 

LSTM 96.99 96.89 96.89 95.87 
Proposed 98.25 97.33 97.33 96.89 

CNN 95.45 95.67 95.79 95.56 
RNN 97.85 95.99 95.92 96.71 

LSTM 96.57 96.28 96.21 95.84 
Proposed 98.15 97.17 97.17 96.85 

CNN 94.87 95.85 95.87 95.44 
RNN 96.91 96.75 96.24 96.61 

LSTM 96.89 96.76 96.64 95.64 
Proposed 97.86 96.89 97.28 96.79 

CNN 95.79 95.78 95.82 95.34 
RNN 96.52 96.51 96.49 96.51 

LSTM 95.87 95.91 95.97 95.98 
Proposed 96.99 96.94 97.34 96.81 

Table 3: Result analysis of CNN, RNN, LSTM, and Proposed for Hungarian dataset. 
Dataset Method Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1 (%) 

 
 
 
 
 
 

Hungarian 

CNN 95.65 96.65 95.68 95.46 
RNN 97.14 97.14 96.55 96.51 

LSTM 96.28 96.87 96.39 96.25 
Proposed 98.15 98.32 97.79 97.65 

CNN 95.56 96.56 95.87 95.56 
RNN 97.19 97.19 96.49 96.41 

LSTM 96.23 96.79 97.69 96.19 
Proposed 98.31 98.32 97.69 97.55 

CNN 95.49 96.49 95.98 95.68 
RNN 96.65 96.91 96.47 96.38 

LSTM 95.89 96.89 96.29 96.15 
Proposed 97.99 98.21 97.75 97.45 

CNN 95.35 96.35 98.85 95.78 
RNN 96.69 96.89 96.52 96.29 

LSTM 95.75 96.76 96.24 96.11 
Proposed 97.89 97.81 97.83 97.35 

Table 4: Result analysis of CNN, RNN, LSTM, and Proposed  for  Sani datasets. 
Dataset Method Accuracy (%) Sensitivity 

(%) 
Specificity (%) F1 

(%) 
 CNN 95.89 95.92 95.79 95.78 
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Sani 

RNN 97.59 97.54 96.59 96.55 

LSTM 96.87 96.87 95.89 95.85 
Proposed 98.45 97.85 96.88 96.87 

CNN 95.77 95.87 95.67 95.66 
RNN 97.47 97.42 96.48 96.49 

LSTM 96.75 96.71 95.77 95.76 
Proposed 98.35 97.75 96.79 96.78 

CNN 95.96 95.72 95.62 95.61 
RNN 97.38 97.34 96.37 96.38 

LSTM 96.65 96.62 96.69 95.68 
Proposed 98.25 97.69 96.73 96.74 

CNN 95.71 95.78 95.58 95.59 
RNN 97.29 97.22 96.27 95.26 

LSTM 96.61 96.57 95.59 95.58 
Proposed 98.15 97.59 96.67 96.66 

Table 5: Result analysis of CNN, RNN, LSTM, and Proposed  for Statlog datasets. 
Dataset Method Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1 (%) 

 
 
 
 
 
 

Statlog 
 

CNN 95.77 95.78 95.72 95.89 
RNN 96.57 95.78 96.27 96.78 

LSTM 95.87 95.82 95.81 96.56 
Proposed 97.88 96.52 97.28 97.59 

CNN 95.69 97.69 95.66 95.82 
RNN 96.46 95.71 96.23 96.69 

LSTM 95.74 95.74 95.73 96.47 
Proposed 97.79 96.45 97.24 97.68 

CNN 95.65 95.65 95.59 95.78 
RNN 96.36 95.69 96.15 96.72 

LSTM 95.68 95.68 95.67 96.38 
Proposed 97.73 96.37 97.21 97.75 

CNN 95.55 95.67 95.67 95.73 
RNN 96.26 95.61 95.98 96.65 

LSTM 95.57 95.69 95.67 96.29 
Proposed 97.67 96.37 96.99 97.71 

Tables 2 to 5 present a detailed analysis of the results obtained from applying CNN, RNN, LSTM, and a proposed 
algorithm to four different datasets: Cleveland, Hungarian, Sani, and Statlog. Each method (CNN, RNN, LSTM, 
and Proposed) is evaluated for accuracy, sensitivity, specificity, and F1 score across multiple runs on the 
Cleveland dataset. For example, under the CNN method, the accuracy ranges from 94.87% to 95.79%, sensitivity 
from 95.78% to 95.89%, specificity from 95.79% to 95.87%, and F1 score from 95.34% to 95.65%. Similar to 
Table 2, this table provides performance metrics for each method across various runs on the Hungarian dataset. 
For instance, under the RNN method, accuracy ranges from 96.23% to 97.19%, sensitivity from 96.56% to 
97.19%, specificity from 95.87% to 97.69%, and F1 score from 96.19% to 96.71%. This table offers a 
comprehensive analysis of each method's performance on the Sani dataset. For example, under the LSTM method, 
accuracy ranges from 95.75% to 96.87%, sensitivity from 95.89% to 96.87%, specificity from 95.62% to 95.89%, 
and F1 score from 95.61% to 96.87%. Similarly, this table presents the performance metrics for each method on 
the Statlog dataset. For instance, under the Proposed method, accuracy ranges from 97.67% to 97.88%, sensitivity 
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from 96.37% to 96.52%, specificity from 95.59% to 97.28%, and F1 score from 97.59% to 97.75%. Overall, this 
section provides a comprehensive analysis of the performance of the proposed algorithm in comparison to 
established deep learning techniques across multiple datasets, offering insights into their effectiveness in 
addressing the task at hand. 

VI. CONCLUSION & FUTURE SCOPE 
The paper aims to address the critical issue of early prediction of heart disease with the goal of saving lives 
globally. It proposes a novel hybrid learning approach that combines a convolutional neural network (CNN) with 
the firefly algorithm. This hybrid approach is designed to enhance the accuracy of heart disease prediction. The 
proposed approach combines two distinct techniques: a convolutional neural network (CNN) and the firefly 
algorithm. This combination aims to leverage the strengths of both approaches to improve the accuracy of heart 
disease prediction. The researchers utilized a dataset from the UCI repository, which is a widely used source for 
machine learning research. The dataset initially consisted of 76 instances, with 14 instances used for prediction 
after preprocessing. Preprocessing likely involved tasks such as data cleaning, normalization, and feature selection 
to prepare the data for training. The hybrid learning approach achieved impressive performance metrics, with 
accuracy reported at 91.71%, sensitivity at 98.88%, specificity at 92.75%, and F1 score at 95.70%. These metrics 
indicate the effectiveness of the proposed approach in accurately predicting heart disease. The research also 
compared the performance of the hybrid learning approach with other neural network architectures, such as 
recurrent neural networks (RNN) and long short-term memory (LSTM) networks. The results suggest that the 
hybrid approach outperformed these other models in terms of prediction accuracy. The high-performance metrics 
achieved demonstrate the potential of this approach to significantly improve the accuracy of heart disease 
prediction, ultimately contributing to saving lives worldwide. 
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