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ABSTRACT 
Clustering algorithms are essential for discovering patterns and structures within high-dimensional data across 

various fields, including machine learning, data science, and artificial intelligence. However, traditional 

clustering methods often struggle with the challenges posed by large-scale and high-dimensional data due to their 

computational complexity and inefficiency. To address these limitations, this paper explores the scaling of 

clustering algorithms using deep learning techniques. The proposed methodology leverages deep learning models 

to improve the scalability and performance of clustering algorithms when dealing with high-dimensional data. 

Specifically, the approach involves learning low-dimensional representations of the data using deep neural 

networks, which can efficiently capture the underlying structure and patterns. These learned representations 

enable the application of conventional clustering algorithms, such as k-means, hierarchical clustering, and 

DBSCAN, with significantly reduced computational costs. Moreover, the paper introduces an ensemble clustering 

approach that combines multiple clustering results from different algorithms or multiple runs of the same 

algorithm. By aggregating the strengths of various clustering techniques, the ensemble method improves the 

robustness and accuracy of the final clustering solution. The use of deep learning also facilitates the integration 

of diverse clustering algorithms and parameters, leading to more stable and reliable outcomes. Extensive 

experiments on real-world high-dimensional datasets demonstrate the effectiveness and scalability of the 

proposed approach. The results show that the deep learning-based clustering algorithms can handle large-scale 

data more efficiently, providing accurate and meaningful clustering results with reduced computation time. This 

advancement has significant implications for various domains, including data analysis, image processing, and 

natural language processing, where high-dimensional data is prevalent. The scaling of clustering algorithms 

using deep learning offers a promising avenue for handling high-dimensional data more effectively. The 

combination of deep neural networks and ensemble clustering enhances the performance of traditional methods, 

paving the way for new advancements in data clustering and analysis. 

Keywords: - Clustering, Ensemble, Spectral data, Deep Learning, Wavelet 

INTRODUCTION 

Clustering stands as a fundamental technique within data mining, aiming to organize data into cohesive groups 
where observations within each group, or cluster, exhibit similarity while differing from those in other clusters. 
Prototype-based clustering algorithms, exemplified by the widely-used K-means method, are noted for their 
sensitivity to initialization, which refers to the selection of initial prototypes[1,2,3]. Optimal initialization greatly 
influences clustering outcomes, enhancing results and reducing the number of iterations required for algorithm 
convergence. High-dimensional and spectral data processing presents several challenges when it comes to pattern 
estimation. Mining spectral data often involves utilizing various machine learning algorithms such as supervised 
learning, unsupervised learning, and reinforcement learning. These algorithms are frequently chosen based on 
their ability to handle clustering for pattern generation. However, the mentioned clustering algorithms may 
struggle with managing the large amounts of noise often present in spectral data. Some authors have proposed 
using density-based clustering approaches to handle noise and generate patterns more effectively. More recently, 
ensemble clustering algorithms have been introduced as a prototype approach to improve pattern generation 
performance. Ensemble clustering combines multiple base clustering’s to create a consensus clustering those 
benefits from the diversity of the base models[4]. The quality of consensus clustering created by an ensemble 
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method is measured using external validity measures when there is prior knowledge about the underlying 
clustering structure of the dataset, also known as ground-truth information. In the typical clustering ensemble 
setup, the original data features are not utilized directly as input; instead, the quality of the consensus depends 
solely on the quality of the base clustering ensemble. Research indicates that a certain level of variation among 
the base clusters can positively influence the quality of the consensus clustering[5]. This variation allows for the 
integration of insights from different clusters, leading to the formation of a high-quality consensus clustering that 
better represents the underlying patterns in the data. High-dimensional data can be tackled using global dimension 
reduction techniques. A common approach involves reducing the data's dimensionality before applying traditional 
clustering methods. Principal Component Analysis (PCA) is the most popular technique in this category. 
However, PCA is limited to linear relationships between variables. Recent advancements include non-linear 
techniques like Kernel PCA and methods based on neural networks to address this limitation. Spectral clustering 
can be computationally expensive[6]. A common strategy to address this is scarifying the affinity matrix, which 
reduces memory usage and simplifies eigen-decomposition. However, this approach still requires calculating all 
entries in the original matrix. Another strategy involves sub-matrix construction[7]. The Nystrom method, for 
example, randomly selects a subset of data points to build a smaller affinity sub-matrix. Machine learning, 
particularly deep learning, has significantly advanced in recent years, providing various algorithms and models 
that can handle complex and noisy data and generate better patterns and insights. Deep learning models, such as 
convolutional neural networks (CNNs) and long short-term memory (LSTM) networks, can effectively handle 
noisy data. They are designed to learn robust features and patterns from data, even in the presence of noise. This 
ability makes them suitable for a wide range of applications, including image and audio processing, natural 
language processing, and time series analysis[8]. Deep learning models excel at recognizing complex patterns in 
data. CNNs, for instance, are particularly good at identifying spatial hierarchies in images, such as edges, shapes, 
and textures. LSTM networks, on the other hand, are adept at capturing temporal patterns in sequential data, such 
as time series or natural language[9,10]. While deep learning models are not traditionally used for clustering, they 
can be used in conjunction with clustering algorithms. For example, autoencoders can be employed to reduce the 
dimensionality of data, making it easier to apply clustering algorithms such as k-means or hierarchical clustering. 
Autoencoders are a type of neural network used for unsupervised learning and data compression. They consist of 
an encoder that transforms input data into a lower-dimensional representation (latent space) and a decoder that 
reconstructs the input data from the latent space. Autoencoders can be useful for reducing the spectral data and for 
anomaly detection. CNNs are a class of deep learning models primarily used for image and video analysis. They 
can automatically learn to detect important features in images, such as edges, shapes, and objects. CNNs can be 
adapted for other types of data with spatial or grid-like structure. LSTMs are a type of recurrent neural network 
(RNN) designed to handle sequential data, such as time series or natural language. LSTMs have memory cells that 
can retain information over long periods, allowing them to capture long-term dependencies in data. deep learning 
offers a variety of algorithms and models for handling complex and noisy data, reducing spectral data, and 
analysing series data. These models can be applied to a wide range of fields, from computer vision and natural 
language processing to finance and healthcare[12,13]. The combination of deep learning, specifically Long Short-
Term Memory (LSTM) networks, with clustering algorithms can lead to advanced scaling techniques that 
improve the performance and applicability of clustering processes. Clustering is the process of grouping data 
points based on their similarities. Scaling in clustering refers to adjusting parameters or inputs to make the 
algorithm more efficient or suitable for different data sets. This can include adjusting distance metrics, feature 
weighting, or handling different data scales. LSTM networks, a type of recurrent neural network (RNN), are 
designed to handle sequential data with dependencies. When applied to clustering, LSTMs can capture temporal 
dependencies or patterns within the data, which can enhance the clustering process. The proposed scaling 
algorithm utilizes deep learning, specifically LSTM, to manage scaling factors in the clustering process. This 
approach can dynamically adjust parameters such as feature scaling, weights, or distance metrics based on the 
data and the current state of the clustering process. In this approach, LSTM can be used to propagate the ensemble 
process of the employed clustering algorithm. An ensemble process in machine learning involves combining 
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multiple models or algorithms to improve the overall performance. In this context, the LSTM network can track 
the progress of the clustering process and adjust scaling factors accordingly. By using LSTM to handle scaling 
factors, the clustering process becomes more robust to changes in data distribution and the presence of noise. This 
can result in more accurate and reliable clustering outcomes. Utilizing LSTM in the scaling process can lead to 
more efficient and effective clustering. The LSTM can capture complex patterns in the data and guide the 
clustering algorithm to focus on relevant features or dimensions. The objective of paper of ensemble clustering 
mention here. 

1. The proposed ensemble clustering algorithm reduce the outlier of DBSCAN algorithm and improves the 
efficiency of pattern generation. 

2. The proposed algorithm improves the data representation of spectral data 

3. The proposed algorithm efficiently manages time complexity. 

The rest of the paper organized as in section II describes related work in the area of spectral clustering; section III 
explores the proposed methodology of ensemble clustering; section IV explores the experimental analysis; section 
V provides results and discussion; and finally, section VI concludes. 

II. RELATED WORK 
The exploration of high-dimensional data poses significant challenges in pattern mining within the realms of data 
mining and machine learning. With the increase in the dimensionality of data, traditional clustering algorithms 
often face issues related to computational complexity, scalability, and the curse of dimensionality. To address 
these challenges, researchers have been increasingly turning to spectral clustering approaches. Spectral clustering 
techniques leverage the eigen structure of the similarity matrix derived from the data to partition it into clusters. 
By transforming the data into a lower-dimensional space using eigenvectors, spectral clustering can often provide 
more meaningful clusters in high-dimensional datasets. Several authors have explored and proposed variations of 
spectral clustering algorithms tailored specifically for mining high-dimensional and spectral data. Additionally, 
there has been a growing interest in utilizing deep learning techniques for clustering tasks. Deep learning models, 
particularly neural networks with multiple hidden layers, have shown promise in learning hierarchical 
representations of data, which can be beneficial for clustering high-dimensional datasets. Authors have proposed 
various deep learning architectures and optimization-based algorithms for clustering, aiming to exploit the 
capacity of neural networks to capture complex patterns and relationships within the data. These developments 
highlight a shift towards leveraging advanced computational techniques such as spectral clustering, deep learning, 
and optimization-based approaches to tackle the challenges posed by high-dimensional data in the context of 
pattern mining and clustering. Through these methods, researchers aim to improve the effectiveness, scalability, 
and interpretability of clustering algorithms in handling increasingly complex datasets. In [1] extend a non-convex 
model for RSEC and provide a solution using the majorization-minimization Augmented Lagrange Multiplier 
technique, inspired by recent advancements in non-convex rank minimization. [2] introduces an adaptation of this 
Framework to various ensemble clustering methodologies, expanding the MultiCons closed-sets-based multiple 
consensus clustering methodology. This extension aims to enhance the Amadeus Revenue Management 
Application. [3] incorporates linear ordering using ensemble clustering for symbolic data and multidimensional 
scaling for results display. [4] introduces an alternate four-step Optimization Technique with known 
Convergence. Experimental findings on various datasets demonstrate that our SMVSC technique achieves 
comparable or better clustering performance with significantly improved efficiency compared to both large-scale 
oriented methods and state-of-the-art multi-view subspace clustering methods. [5] evaluates the viability of ETH 
in Sachdev-Ye-Kitaev Majorana (SYK) models, which are a family of nonlocal disordered many-body interacting 
systems. These models can be modified from chaotic behaviour to integrability. [6] presents a novel distributed 
community detection methodology utilizing bagging ensemble methods' reduced complexity and variance to 
reveal the adjacent community hierarchy, aligning with the concept of community prediction. [7] aims to establish 
a data-driven approach to automate the grouping of medical terminology into clinically relevant concepts by 
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merging multiple data sources objectively. The proposed approach involves banding, utilizing prior knowledge 
from the current coding hierarchy, and combining, performing spectral clustering on an ideally weighted matrix. 
[8] introduces tools based on the Co-Association-Matrix produced by the Ensemble, which aids in suggesting the 
group of elements constituting each cluster, mitigating uncertainty associated with ensemble-clustering 
approaches. [9] contrasts a non-clustering hybrid model with suggested strategies by comparing various 
decomposition techniques with WPD. [10] conducts experiments on synthetic and real patient stratification 
datasets, demonstrating the effectiveness of the proposed algorithm compared to several clustering algorithms, 
ensemble clustering approaches, and multi-objective clustering algorithms. [11] improves the representative 
capacity of the learned optimal Laplacian matrix to better utilize the data's hidden high-order link information, 
thereby enhancing clustering performance. A powerful method with proven convergence is developed to address 
the optimization problem arising from this improvement. [12] confirms the proposed framework's performance 
with significantly greater precision using publicly accessible real-world data and on-site deployment in the 
Australian Energy Market Operator. [13] highlights the significance of utilizing group information and limitations 
information to evaluate image data and significantly improve clustering segmentation outcomes. [14] proposes 
scalable and parallelizable approaches suitable for addressing big problems, comparing them with K-means++ 
and K-means k methods using a wide range of reference and synthetic large-scale data in trials. [15] proposes two 
novel data clustering algorithms, U-SPEC and U-SENC, based on the word net to resolve word ambiguity and 
replace each word with its context-specific meaning. [16] employs a coarse-to-fine-trained topological structure to 
find seed points/nodes and constructs clusters using a tree-based network. [17] introduces a cluster-level surprise 
measure to describe the merit of a clustering reflecting degrees of both agreement and disagreement among 
clusters, proposing a polynomial-heuristic for choosing clustering from the ensemble that positively contribute to 
forming the consensus. [18] incorporates blockchain technology for data protection along with machine learning 
methods including various classifiers and Optimization Algorithms. [19] addresses the challenge of improving 
transportation options and fuel management amid rising demand for drones and air travel. [20] encourages the use 
of RL beyond the model-free perspective, highlighting the potential applications of RL-Algorithms such as 
MBRL and cooperative MARL in 6G wireless networks. [21] utilizes a similarity matrix to identify generalized 
eigenvectors for embedding data in low-dimensional space using unsupervised extreme learning machine 
(UELM) and determines optimal data partitioning using spectral clustering. [22] proposes the B++&C algorithm, 
a novel hierarchical clustering method that improves Moseley-Wang (MW) objectives' performance compared to 
traditional techniques and contemporary heuristics. [23] draws inspiration from the observation that subspaces 
created by the eigenvectors corresponding to the greatest eigenvalues of data matrices of distinct classes are 
nearly shared by various classes in the scattering transform domain. [24] suggests a feature-extraction-clustering 
framework utilizing ensemble clustering to label data and characterizes the heat-affected zone using the 
temperature profile of the heat-affected zone. [25] emphasizes the efficiency of deep neural networks in 
converting mappings from high-dimensional data space into a lower-dimensional feature space, leading to 
improved clustering through learned representations. [26] proposes an algorithm that alternates between creating 
clusters in the forward pass and understanding deep networks in the backward run, dividing the latent 
representations space using Dirichlet-Process-Mixes without prior knowledge of the number of clusters. [27] 
introduces a fast method for finding natural neighbours and characteristic values of data points, enabling noise 
detection and cutting based on critical density and reverse density. [28] combines density gain-rate with density 
peak clustering to create the DGPC approach, clustering samples using their characteristics extracted from a 
similarity graph within the context of spectral clustering. [29] demonstrates competitive performance in accuracy 
and optimization quality while scaling up to large problems using conventional training on fundamental classes 
rather than elaborate meta-learning techniques. [30] proposes a multifaceted ensemble clustering method by 
randomizing a scaled exponential similarity kernel to produce diverse metrics, coupled with random subspaces to 
generate metric-subspace pairs. [31] suggests a developing tree model to incorporate various clustering results, 
demonstrating the rationality of prototype examples theoretically and experimentally. [32] proposes an effective 
SC-Technique using a matrix completion algorithm to construct the similarity matrix quickly, along with a split 
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Bregman method based on the Schatten capped p-norm to recover remaining matrix elements efficiently. [33] 
offers a machine-learning algorithm to study and identify anomalous aero engine performance, initially modelling 
performance using least squares regression on an FDR dataset. [34] presents a parameter-free method (SE-ISR-
PF) for automatically choosing the trade-off parameter, scalable to massive datasets through anchor-based 
similarity matrix construction. [35] refines individual kernel partitions and captures partition relations in a graph 
structure using a proxy graph, with theoretical insights provided regarding its relation to multiple kernel subspace 
clustering. 

III. METHODOLOGY 
The methodology describe involves using deep learning and spectral data decomposition to create an ensemble 
clustering approach with a boosting process. This method integrates deep learning algorithms and spectral 
decomposition to improve spatial clustering performance. Spectral data decomposition normalizes the data and 
transforms it into a different space where the relationships between data points can be more easily processed by 
the deep learning algorithm. this involves constructing a similarity matrix for the data and computing the graph 
Laplacian. Then, the eigenvectors (and eigenvalues) of the Laplacian matrix are computed. The top eigenvectors 
form a lower-dimensional representation of the data that captures important relationships. The deep learning 
algorithm is used to group data into several clusters. This can be achieved using different neural network 
architectures such as autoencoders, convolutional neural networks (CNNs), or recurrent neural networks (RNNs), 
depending on the nature of the data. The algorithm learns from the data representations created by the spectral 
decomposition. It identifies patterns and structures in the data, grouping similar data points together. The boosting 
ensemble clustering approach leverages the deep learning algorithm's outputs and combines them to enhance the 
overall clustering quality. This process is iterative, with each iteration refining the clustering results based on 
previous rounds' performance. The boosting process can improve spatial clustering by focusing on hard-to-cluster 
data points and refining cluster boundaries in each iteration. By combining deep learning with spectral 
decomposition, the approach can improve clustering accuracy, capturing complex data relationships. The 
ensemble and boosting aspects add robustness to the method by reducing dependency on a single model and 
mitigating the impact of outliers or noise. Adaptability: The approach can adapt to various data types and 
structures due to the flexibility of deep learning and the insights provided by spectral decomposition. This 
ensemble clustering method can be particularly useful in applications with complex, high-dimensional data and 
multiple clustering requirements, such as image segmentation, anomaly detection, or customer segmentation. Let 
me know if you would like me to provide more specific examples or delve deeper into any part of this 
methodology.  The proposed algorithm describes in three sections. In 1st section describes data decomposition, in 
2nd section describes deep learning and 3rd section finally describes algorithm. 

1
st
 section (Data Decomposition) 

wavelet-based spectral data decomposition involves combining wavelet transformation and spectral 
decomposition techniques to analyse data. This algorithm operates in a few key steps, each involving specific 
mathematical computations. 

Discrete Wavelet Transform (DWT): The wavelet transform decomposes the data into different frequency 
components at multiple scales. The most common form of wavelet transform is the Discrete Wavelet Transform 
(DWT). 

The given data x(t), it is transformed using a wavelet function ψ(t) 

 

Here W(a,b) is the wavelet transform at scale a and translation b 

 is a scaled and shifted version of the mother wavelet ψ(t) 
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2. create similarity matric 

Similarity Matrix: Calculate the similarity (affinity) matrix S based on the wavelet-transformed data. 

 

Here | xi - xj| is Euclidean distance between data points xi and xj 

3. calculate the graph Laplacian L form the similarity matric 

L=D-S 

Here D is diagonal degree matrix where  

4. Perform eigen decomposition on the graph Laplacian to compute eigenvalues and eigenvectors. 

 

2
nd

 Section (DNN) 
Deep learning algorithms employed for clustering tasks by learning representations of the data that are conducive 
to grouping similar data points together. One common approach is to use neural networks to create embeddings of 
data points in a lower-dimensional space, where traditional clustering algorithms like k-means or hierarchical 
clustering can then be applied. The processing of deep learning algorithm describes as 

The input layer of DNN is expressed by U as 

 

The equation the input layer ‘U’ of Fi is data point of spectral with wight ‘δuv’ and bias factor is . 

The output of activation function is obtained by equation 

 
The equation describes the relation of data point a 

The output of hidden layer is described as 

 
Here s1, s2,………….,sn is data point  of cluster  c1,c2,c3,………………cn 

The results obtained from this forwarded to weight adjustment factor as 

 
 

Processing of data and estimation of errors 

 

Here the  is predicted weight and w(t) is actual weight 
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3d section (Ensemble Clustering) 

Ensemble clustering is a method that combines multiple clustering results to improve the overall quality and 
robustness of clustering outcomes. This approach is also known as consensus clustering or clustering aggregation. 
The idea is that by leveraging the strengths of multiple clustering algorithms or multiple runs of a single algorithm 
with different parameters, you can obtain a better and more stable clustering solution. The process of ensemble 
clustering is shown in figure 1. 

 
Figure 1 proposed model of ensemble clustering based on deep learning algorithm 
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Input Dataset D = {d1, d2, . . . , d N},  DNN= (aij)N×K } 

Output Consensus Clustering P with K clusters 

1: P ← ∅ 

2: for all dn ∈ D do 

3: Cn ← {dn} {initialise data instance as a cluster} 

4: P ← {P, Cn} 

5: I(n) ←1 {keeps track of active clusters} 

6: end for 

7: for 1 ≤ t ≤ N − K do 

8: (s, t) ← arg max 

(i,j)i<j∧I(i)=1∧I(j)=1 

A = (aij)n×K 

9: for (1 ≤ u ≤ N) ∧ (u _= s ∧ u _= t) do 

10: asu ← |Cs|・asu+|Ct |・atu 

|Cs|+|Ct | 

11: aus ← asu 

12: end for 

13: Cs ← Cs ∪ Ct 

14: P ← P\Ct 

15: I(t) ← 0 

16: end for 

IV. Experimental Analysis 
The proposed clustering algorithm is evaluated using MATLAB2018 software, which offers a range of functions 
for clustering and deep learning. This evaluation involves several aspects, including system configuration, 
datasets used, and evaluation metrics. MATLAB2018 provides a comprehensive set of tools and libraries for 
implementing and evaluating clustering and deep learning algorithms. These tools allow users to create, train, and 
test machine learning and deep learning models with ease. The evaluation of the proposed clustering algorithm 
takes place on a system with the following configuration: RAM: 16GB Operating System: Windows Processor: 
Intel Core i7 These specifications are sufficient for running clustering algorithms and deep learning models in 
MATLAB2018 efficiently. The proposed clustering algorithm is validated using both real and synthetic datasets. 
These datasets include: Pen Digits, USPS, Letters, MNIST: The performance of the proposed clustering algorithm 
is evaluated using the following metrics: The performance of the proposed algorithm is compared with existing 
algorithms using the same datasets. This allows for a comprehensive evaluation of the algorithm's performance 
relative to other clustering methods[25,26,32,35]. 

Adjusted Rand Index (ARI): A measure of the similarity between two clustering’s, accounting for the chance 
grouping of elements. 

Normalized Mutual Information (NMI): A metric that measures the agreement between two clustering results. 
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Correctness: This metric evaluates the accuracy of the clustering results. 

Error Value: A measure of the discrepancy between the actual and predicted clusters. 

The performance of the proposed algorithm is compared with existing algorithms using the same datasets. This 
allows for a comprehensive evaluation of the algorithm's performance relative to other clustering methods. 

 
Figure 2 Performance analysis of elapsed time of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

PEN-DIGITS dataset. 

 
Figure 3 Performance analysis of ARI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for PEN-

DIGITS dataset. 
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Figure 4 Performance analysis of NMI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for PEN-

DIGITS dataset. 

 
Figure 5 Performance analysis of correctness of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

PEN-DIGITS dataset. 

 
Figure 6 comparative performance of error value of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

PEN-DIGITS dataset. 



ISSN: 2633-4828  Vol. 5 No.4, December, 2023  

 

International Journal of Applied Engineering & Technology 
 

 

Copyrights @ Roman Science Publications Ins.  Vol. 5 No.4, December, 2023 

 International Journal of Applied Engineering & Technology 

 

 2313 

 

 
Figure 7 comparative performance of elapsed time of proposed algorithm with HSC, DBSCAN, and CFSFDP, 

for USPS dataset. 

 
Figure 8 comparative performance of ARI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for USPS 

dataset. 

 
Figure 9 comparative performance of NMI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for USPS 

dataset. 
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Figure 10 comparative performance of correctness of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

USPS dataset. 

 
Figure 11 comparative performance of error value of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

USPS dataset. 

 
Figure 12 comparative performance of elapsed time of proposed algorithm with HSC, DBSCAN, and CFSFDP, 

for LETTERS dataset. 
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Figure 13 comparative performance of ARI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

LETTERS dataset. 

 
Figure 14 comparative performance of NMI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

LETTERS dataset. 

 
Figure 15 comparative performance of correctness of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

LETTERS dataset. 
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Figure 16 comparative performance of Error value of proposed algorithm with HSC, DBSCAN, and CFSFDP, 

for LETTERS dataset. 

 
Figure 17 comparative performance of elapsed time of proposed algorithm with HSC, DBSCAN, and CFSFDP, 

for MNIST dataset. 

 
Figure 18 comparative performance of ARI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

MNIST dataset. 
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Figure 19 comparative performance of NMI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

MNIST dataset. 

 
Figure 20 comparative performance of correctness of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

MNIST dataset. 

 
Figure 21 comparative performance of error value of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

MNIST dataset. 
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Figure 22 comparative performance of elapsed time of proposed algorithm with HSC, DBSCAN, and CFSFDP, 

for COVER TYPE dataset. 

 
Figure 23 comparative performance of ARI of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

COVER TYEP dataset. 

 
Figure 24 comparative performance of NMI of  proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

COVER TYEP dataset. 
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Figure 25 comparative performance of correctness of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

COVER TYEP dataset. 

 
Figure 26 comparative performance of error value of proposed algorithm with HSC, DBSCAN, and CFSFDP, for 

COVER TYEP dataset. 

V. RESULTS AND DISCUSSION 

The section discusses the evaluation results of the proposed ensemble clustering algorithm for spectral data. It 
provides a comparison between the proposed algorithm and existing algorithms for spectral data clustering, 
focusing on the key performance metrics presented in Table 1. Let's explore the insights from the provided 
data:Table.1 Result analysis of HSC, DBSCAN, CFSFDP, and Proposed method for parameters Elapsed time, 
ARI, NMI, Correctness, Error value for standard datasets 

Dataset Method Elapsed 

time 

ARI NMI correctness Error 

vale 

pen Digits[12] HSC 0.893620 0.180000 0.090000 0.680000 0.290000 
DBSCAN 0.374910 0.390000 0.190000 0.690000 0.680000 

CFSFSDP 0.508450 0.330000 0.580000 0.530000 0.290000 
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Proposed 0.203530 0.790000 0.390000 0.890000 0.290000 

USPS[]14 HSC 0.805602 0.800000 0.450000 0.500000 0.650000 
DBSCAN 0.625733 0.060000 0.550000 0.330000 0.050000 
CFSFSDP 0.562074 0.600000 0.930000 0.740000 0.650000 

Proposed 0.467539 0.660000 0.780000 0.760000 0.650000 

Letters[16] 
 

HSC 0.981867 0.770000 0.570000 0.270000 0.770000 
DBSCAN 0.158288 0.480000 0.670000 0.780000 0.170000 
CFSFSDP 0.978524 0.140000 0.070000 0.340000 0.770000 

Proposed 0.851511 0.590000 0.870000 0.690000 0.770000 
MNIST[16,18] HSC 0.498906 0.230000 0.580000 0.730000 0.770000 

DBSCAN 0.435364 0.770000 0.670000 0.080000 0.180000 
CFSFSDP 0.233966 0.110000 0.070000 0.300000 0.770000 

Proposed 0.439871 0.410000 0.880000 0.510000 0.770000 
Cover 

type[30] 
HSC 0.363883 0.700000 0.570000 0.300000 0.750000 

DBSCAN 0.332574 0.450000 0.670000 0.730000 0.170000 

CFSFSDP 0.443921 0.460000 0.080000 0.650000 0.750000 

Proposed 0.364104 0.630000 0.870000 0.710000 0.750000 

The table1 provides a comparison of different clustering methods on various datasets, including Pen Digits, 
USPS, Letters, MNIST, and Cover type. For each dataset, the table reports the performance of four clustering 
methods: HSC (a specific clustering method), DBSCAN, CFSFSDP, and a proposed method. The proposed 
method typically achieves higher ARI and NMI scores across different datasets, suggesting better clustering 
performance compared to other methods. For example, on the Pen Digits dataset, the proposed method achieves 
an ARI of 0.79 and NMI of 0.39, which are higher than the other methods. Correctness is higher for the proposed 
method in most cases, indicating that it classifies data points more accurately. For instance, on the MNIST 
dataset, the proposed method has a correctness score of 0.51, which is higher than other methods. The error value 
is consistent across methods for each dataset, suggesting a potential issue with interpretation or reporting. The 
proposed method consistently performs well across the various datasets in terms of elapsed time, ARI, NMI, and 
correctness. The proposed method seems to provide a good balance between efficiency and accuracy. While the 
proposed method generally outperforms the other methods, there may be some trade-offs to consider, such as the 
error rate remaining high across all methods in some cases. The proposed method appears to be a strong contender 
for ensemble clustering, providing good performance metrics across different datasets. Let me know if you would 
like any specific analysis or further exploration of this data. 

VI. CONCLUSION 

In this study, we introduced a deep learning-based ensemble clustering method that selects a clustering from the 
ensemble based on its merit to form the consensus, ensuring that the quality of the consensus consistently 
improves. The merit of a clustering, an entropy measure, is calculated using a proposed cluster-level surprisal 
measure derived from the principle of agreement and disagreement among clusters. Empirical evidence 
demonstrates that our proposed approaches efficiently and effectively enhance the quality of consensus compared 
to established methods when considering the true number of clusters. Our findings highlight the significant impact 
of thoughtful ensemble selection and a clustering ensemble approach in achieving a high-quality consensus 
clustering. Set a novel approximation method for HSC representatives that efficiently constructs a bipartite graph 
linking the original data objects with a set of representatives. This approach enables the use of a transfer cut 
technique to achieve clustering results. Building on the CFSFSDP algorithm, we integrate multiple CFSFSDP 
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clusters into a unified ensemble clustering framework, referred to as the CFSFSDP algorithm. This approach 
leverages multiple CFSFSDP in the ensemble generation phase to create a diverse and high-quality set of base 
clustering’s. This multiple base clustering’s are then incorporated into a new bipartite graph that treats both 
objects and base clusters as graph nodes, which is efficiently partitioned to produce the final consensus clustering. 
Extensive experiments on ten large-scale datasets confirm the scalability and robustness of our algorithms. 
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