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ABSTRACT  
Landslides pose significant risks to infrastructure, the environment, and human lives, underscoring the 
importance of mapping landslide susceptibility for effective hazard management. This report provides a 
comprehensive analysis of conventional and modern methods used in landslide susceptibility mapping to 
understand diverse approaches and advancements in the field. It begins by exploring traditional methods, often 
reliant on deterministic and statistical models using historical landslide data and geological factors, yet limited in 
capturing the complex dynamics of landslide occurrences. The review then examines contemporary strategies 
incorporating remote sensing and GIS technologies. Machine learning approaches like artificial neural networks, 
decision trees, and support vector machines are emphasized for their ability to handle intricate correlations in 
landslide susceptibility variables. To ensure accurate assessments, various performance analysis methods are 
discussed. The review concludes with insights into method effectiveness and the importance of different factors in 
landslide susceptibility mapping, followed by identifying research gaps for future studies. 
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INTRODUCTION 
Landslides, defined as the downward movement of rock, soil, and organic matter under gravity’s pull, can wreak 
havoc on infrastructure and lead to severe casualties. While no specific regions or causes can be pinpointed for 
landslides, literature suggests that increased urbanization, deforestation, and climate change significantly 
contribute to their occurrence [1].  

The aftermath of a landslide can be challenging to manage, but with proper preparedness and mitigation plans, the 
resulting fatalities can be significantly reduced. Essential to these plans is Landslide Susceptibility Mapping 
(LSM), which provides crucial information about landslide-prone areas to policymakers. LSM, a complex task, is 
the spatial prediction of landslides based on an area’s local geomorphological conditions [2, 3]. It considers 
various internal factors related to landslides, such as geotechnical properties, geological conditions, hydrological 
factors, vegetation cover, and topographic attributes. LSM is formally defined as the division of land surface into 
near homogeneous zones, ranked according to potential and actual landslide hazards [4]. Numerous methods and 
approaches exist for LSM, including geomorphological mapping, landslide inventories analysis, heuristic terrain 
susceptibility zoning, physically based numerical modelling, and statistical methods [5,6]. Over time, more 
sophisticated LSM techniques have emerged, such as inventory analysis, bi-variate and multivariate, probabilistic 
frequency ratio, logistic regression, and advanced methods like fuzzy logic, which includes Analytical Hierarchy 
Process, Probabilistic Frequency Ratio, and analysis with artificial neural network [7-16]. These techniques can 
be categorized as Qualitative or Quantitative, depending on the method of correlating the factors used for LSM 
[6]. 
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Figure 1. Categorization of Different Approaches used of Landslide susceptibility Mapping [4] 

LANDSLIDE SUSCEPTIBILITY MAPPING 
Susceptibility to landslides pertains to the likelihood or probability of a landslide occurring in a particular area, 
thus making landslide susceptibility maps a popular tool for indicating potential landslide-prone areas based on 
various factors influencing landslides. Assessing landslide susceptibility can be done using different methods 
depending on the available data [6]. However, the production of a landslide susceptibility map may be 
challenging with limited data, emphasizing the importance of data quality [17][18]. 

From previous case studies, key factors influencing landslides include slope angle, curvature, aspect, soil type, 
geology, distance to rivers, and drainage. Researchers generally concur that slope angle and aspect are the most 
influential variables in landslide spatial analysis ([19], [20]-[21]). This could be attributed to the slope angle's 
significant role in slope stability analysis, directly impacting shear strength [22]. 

Susceptibility, in this context, refers to the extent to which future slope movements can affect the terrain [23]. It 
has been proposed that understanding fundamental questions such as the location, nature, and mechanism of 
landslide occurrence is essential for defining landslide susceptibility in a particular area [5]. A landslide 
susceptibility map categorizes slope conditions as stable or unstable, indicating the likelihood of a landslide 
occurrence. Additionally, it serves as an indicator of relative hazard and the total density or frequency of likely 
landslides [24]. 

OBJECTIVES AND METHODOLOGY 
Core Objective of this review paper is to provide a comprehensive review of different methods used in landslide 
susceptibility mapping. This paper also gives brief insights into use of different method in different regions and 
context. 

The methodology used for writing the review paper involves a comprehensive literature review of different 
methods from conventional to modern approaches in landslide susceptibility mapping. The intent of writing this 
paper is to provide a systematic review of the various methods used in landslide susceptibility mapping, their 
merits, and demerits, and to identify areas for future research. 

The review covers the most relevant papers for different methods used in landslide susceptibility mapping from 
1988 to 2023. The statistics show that there are many papers existing in landslide susceptibility mapping. 
However, for the purpose of this review, the focus was on the most relevant methods and papers. This approach 
ensures that the review is comprehensive, up-to-date, and provides valuable insights into the current state of 
research in landslide susceptibility mapping. 
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A total of 166 papers were selected from different sources such as Google Scholar and Scopus. Different 
keywords used for searching the database includes Landslide Susceptibility mapping, qualitative approach in 
landslide susceptibility mapping, Quantitative approach in landslide susceptibility mapping, Modern approaches 
in landslide susceptibility mapping, Ensemble methods, Deep learning models, Hybrid models in landslide 
susceptibility mapping. These papers were chosen based on their relevance to the topic, the methods used. The 
selection of papers was done in a way to ensure a comprehensive coverage of the topic, including both 
conventional and modern approaches in Landslide susceptibility mapping.  

Conventional Approaches in Landslide Susceptibility Mapping 

Qualitative Approach: Qualitative methods entail subjectivity in the creation of thematic layers that contribute to 
landslides. These thematic layers are later integrated to develop landslide susceptibility maps for the respective 
areas. This approach, known as the knowledge-driven approach, relies heavily on expert knowledge of landslides 
in specific locations. Consequently, the weighting of each factor is determined based on personal expertise and 
experience. 

Distribution Analysis is the simplest and straightforward approach for LSM and is also known as landslide 
inventory approach. Landslide inventory is defined as the simplest form of landslide information in which 
location, date of occurrence and other landslide related information is recorded [25]. Slope failure by a single 
event or cumulative effect of many events can be understood from the landslide inventory maps [26]. Spatial 
distribution of existing Landslides is provided on a map either as polygons (affected areas) or as point events [27]. 
Landslide inventory map has significant role to play in landslide hazard assessment and quality and completeness 
of the landslide inventory map has significant influence on the landslide susceptibility mapping. In a study 
inventory map for different parts of Italy were compared. Correlation is established between Geomorphological 
landslide maps, landslide distribution inventory and multi temporal landslide inventories after compiling them 
[28]. The result of the study revealed that susceptibility prediction analysis is good with the complete landslide 
inventory map. In a study done by [29], three landslides inventory were compared using universal frequency area 
statistics. The study highlights significance of data quality and completeness and results of the study reveals that 
number of landslide event increased rapidly with increase in landslide up to maximum value and then decrease 
was seen with the power law function. In the study [30] prepared the inventory maps using aerial photographs and 
GIS database. The time consumption is more in distribution approach and the process is cumbersome and costly 
but the information which these maps provide can serve as first-hand information for studying the landslide 
susceptibility in that area. Geomorphic Analysis approach is direct qualitative approach which relies upon the 
expert/investigator’s opinion to estimate the potential and actual slope failures [6]. In this approach, LSM is done 
by the researcher by directly conducting study on field and collecting other relevant information about the area 
and based on the field study, landslide susceptibility maps are created and no rule imply here in this type of 
assessment. In this approach the landslide susceptibility map evolves from detailed geomorphological maps. The 
quality of the geomorphic map is subjective to ability of the researcher and complexity of the area [31-32]. This 
approach has some inherent limitation which are due to subjectivity involved in the study. It becomes complicated 
task to compare the maps prepared by different experts and the updating the existing landslide susceptibility 
mapping becomes difficult when new data is available. This approach also consumes more time and resources as 
this will need extensive field survey. 

In Map Combination approach, preparation of thematic layer involves the landslide causative factors such as 
lithology, lineament, slope and aspect, land use/cover, and drainage. As mentioned in [33], this approach starts 
with Selection of the landslide causative factors which is followed by thematic Data layer preparation and 
assigning weights and ratings to the factors. Subsequently after completing preliminary steps discussed above, 
these thematic Data layer is integrated and landslide susceptibility map is prepared. The study conducted by [34] 
in New Zealand, different types of soil erosion and their severity was studied and thematic layer was prepared 
based on the geological factors such as lithology, topography, and slope for landslide susceptibility mapping using 
Map combination approach. [1] [2] Before the availability of GIS and other data information system, landslide 
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susceptibility mapping using this approach was done by manual interpretation and superimposing of the data. But 
with the availability of the GIS, and other remote sensing features, it is easy to prepare different thematic layers 
considering different landslide causative factors in a region. One such study was done by [35] in which GIS based 
approach was used in landslide susceptibility mapping for the catchment of Ramganga in Himalayas. In this 
study, landslide causative factors were studied, and then after assigning the weight to the different factors 
landslide susceptibility mapping was done. One another study was also reported which used GIS and remote 
sensing for assessing the landslide hazard [36]. One major limitation observed in this method was assigning the 
weight to the landslide causative factor, because weight is assigned based on the knowledge of expert or 
researcher. Hence the weight assigned may be subjective to the researcher and it varies from expert to expert as 
well as region to region. It is also difficult to extrapolate one existing model for other areas [4]. 

Quantitative Approach: As observed from the discussion for qualitative approaches, it was noted that in all the 
methods based on qualitative approach subjectivity is involved which makes the landslide susceptibility mapping 
quite a complex task. To counter the complexity of qualitative approach and reduce the subjectivity, quantitative 
approaches can be deployed which is more data driven as compared to the heuristic (knowledge based) approach. 
To say in a brief, quantitative approach is based on statistical analysis and it studies the probability of occurrence 
of the landslide in any landslide susceptible zone [6]. Statistical approach reduces the subjectivity associated with 
the qualitative approach. Statistical approach gives the comparison between spatial distribution of existing 
landslides and landslide causative factors [5]. In this approach, analysis of functional distribution between the 
known and inferred instability factors and the present and historical landslide distribution is done [6,24,37,38,39]. 
In [38], literature review stressed the use of GIS in landslide hazard assessment. Further, [24] has also given a 
comprehensive review on application of GIS in mapping engineering geology and discussed the general concepts 
of landslide mapping with the statistical concepts which involves inventory preparation, identifying and weight 
assignment to Causative factors and preparing the susceptibility and hazard map. 

In bivariate statistical method, each data layer of causative factors is compared with the existing landslide 
distribution to prepare landslide mapping [4]. Some important bivariate method includes, Weight of evidence 
model, frequency analysis approach, weighted overlay method and information value method. Log linear form of 
Bayesian probability model for LSM is known as weight of evidence model. This uses the landslide occurrence as 
training points to derive the output. This method is based on calculation of positive and negative weights to define 
the degree of spatial association variables class and landslide occurrence [40]. For landslide susceptibility 
mapping in Italian Alps [41] used WOE model. Four maps were prepared and compared based on the success rate 
curves. The map with Area under Curvature of 88% was selected as best performing model. One other study done 
for LSM in alpine environment in Italian Alps by [42] also used WOE method and validation was done and best 
performing model was selected with success rate of 88%. In a study for LSM in south eastern Alps in Italy, [43] 
used the anthropogenic factors for LSM using WOE model. For landslide susceptibility mapping in Rudra Prayag 
district of Garhwal Himalaya with semi-automatically created inventories, [44] used weight of evidence model. 
There are also few other works published in the recent past which used WOE model in spatial data prediction [45-
47].  

The method which relates the landslide causative factors with landslide frequency is Weighted overlay method. 
For LSM in Rudra Prayag district of Garhwal Himalaya [48] has used WOE method. In that study, based on the 
relationship of causative factors with landslide frequency, numerical weights were assigned to causative factors 
and then data layers were overlaid to prepare the LSM. Some other studies also used this WOE method to know 
the importance of the landslide causative factors in studying landslide occurrence [49-51]. Bivariate discriminant 
function can also be used for ranking and weighing the landslide explanatory variables [52].  

The method based on observed relationship between landslide occurrence and the causative factors in Frequency 
Ratio Approach. It is noted that to establish spatial relationship between landslide location and explanatory 
variables, Frequency Response Approach (FRA [3]) can be used [11]. Based on relationship with landslide 
occurrence, frequency ratio for each sub class of individual causative factor is calculated and then by summing up 
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the frequency ratio values of each other landslide susceptibility index is calculated.  In Penang region of Malaysia 
comparison of LSM by frequency ratio method and logistic regression was done by [11]. To assess the spatial 
distribution of landslides in south west Calabria, Italy frequency area statistics was used [52]. For Penang region 
of Malaysia LSM was prepared using this method by [53] and results with accuracy of 80.03% was obtained and 
they also found the incorporating the precipitation data in the LSM will improve the prediction accuracy. To map 
the Landslide susceptibility in Romania frequency ratio method was used by [54]. Few other studies are also 
noted in which frequency analysis approach was used [48], [55-57]. Another bivariate statistical method based on 
relationship between landslide occurrence and landslide parameters is Information Value Method [58]. The 
comparative study for LSM based on logistic regression and IVM method in GIS environment was done by [59]. 
For GIS based landslide susceptibility mapping for Sikkim Himalayas, IVM was used by [60]. An integrated 
model for LSM was developed using Global Positioning system, Geographical Information System and Remotely 
Sensed Data [61]. There are noted evidence of several other studies which have used IVM with different 
combinations and methods to develop the Landslide susceptibility map [4, 55], [62-67]. There are several other 
studies which have done landslide hazard evaluation based on guidelines released by Bureau of Indian Standards 
in 1998. BIS standard revealed that based on rating of Causative factors using LHEF, landslide mapping should 
be performed.  Six different factors were identified by BIS which are slope morphometry, relative relief, land use-
land cover, hydrological condition, lithology, and structure. This method involves the dividing of study areas into 
small units and assigning weight to them and then total estimated hazard is obtained by adding weights of all 
variables for all units and then landslide susceptibility map is produced. To study the effectiveness of BIS based 
Landslide Hazard Evaluation Factor, study was conducted in Darjeeling Himalayas by [45].  

In Multivariate Statistical Method the relative contribution of each thematic layer data in total susceptibility is 
considered. This method involves huge amount of data analysis and which involves using external statical 
packages along with GIS packages. This method is very much time consuming. The most frequently used 
statistical analysis for LSM is discriminant approach and multiple regression analysis [55, 68-70]. The percentage 
calculation of landslide area for each pixel and landslide present -absence data layer is produced which follows 
application of multivariate statistical method to reclassify the hazard for given area. Most used methods for 
multivariate statistical analysis are logistic regression model, conditional analysis, multiple regression model, 
Discriminant analysis and Artificial Neural Network.  

The use of Logistic regression is done to predict the absence or presence of characteristics based on the values of 
set of predictor variables. In LSM, Logistic regression finds the best fitting model for relationship between 
presence or absence of landslides based on the causative factors [71]. This logistic regression model generates the 
coefficient and if the coefficient is positive, it indicates that landslide might occur. Logistic Regression is the 
statistical method of slope instability which is built on assumption that the factor which caused slope failure will 
generate landslide in that area in future [6]. LSM for Hong-King was done based on Digital Elevation Model in 
GIS environment using LR method [72]. The study done by [73] assessed the landslide susceptibility in the black 
sea region of Turkey using Logistic regression. For landslide susceptibility classification they used unique 
condition Unit for mapping unit. 

There is one other commonly used method under multivariate analysis is Discriminant analysis. Discriminant 
analysis defines the difference between landslide causative factors for landslide occurrence and non-landslide 
occurrence group and weights are assigned to those factors [74]. For slope instability units, Standardized 
Discriminant Function coefficient is computed based on relative importance of causative factors classified in 
landslide affected and landslide free group. Relative importance of each variable is revealed by SDFC in 
Discriminant function as slope a predictor of slope instability. The higher coefficient value of the variable 
indicates the association of the variable with presence or absence of the landslide. In a study done by [75], 
Discriminant analysis with 46 thematic layers in GIS environment was used for landslide susceptibility mapping. 
Landslide susceptibility mapping study done by [76] LSM study was done by dividing region into hydrological 
units based on the drainage network and geology of area to define mapping unit. Discriminant function was used 
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for terrain-based classification on landslide susceptibility mapping. LSM was done using LR and DA in GIS 
environment by [77]. A comparative study was done between the maps produced by multivariate approach for 
mapping unit like pixels, topographical mapping units and slope units in which TMU has shown larger 
susceptibility area then pixels [78].  

The modern method in landslide susceptibility mapping with multivariate approach is Artificial Neural Network 
(ANN). ANN is system which has capability of learning like humans. The learning algorithm which is used is 
back propagation which governs the rules for weight assignment. The effectiveness of this model for LSM is 
proved in several researches [79-83]. There are several records of studies for LSM using Multivariate approach 
and have proved to be more objective method for landslide hazard assessment in complex geo-environmental 
settings [71,78,80,84]. Multivariate method gives more accurate results compared to other statistical methods but 
it involves complex calculations. Comparative contribution of each causative factor in landslide occurrence can be 
studied using this method.  

Probabilistic approach compares different causative factors with the landslide distribution within a probabilistic 
framework. To determine the spatial, temporal, and size probability of landslides probabilistic approach for 
landslide hazard assessment is used [26].  Probabilistic approach includes favourability function, Bayesian 
probability, certainty factor etc. The relationship between landslide distribution and thematic is transferred to the 
values based on probability distribution function. This approach comes in quantitative approach but still some 
subjectivity is involved in it [4]. Using frequency area distribution function landslide size, temporal and spatial 
probability of landslides was computed in a study done by [26]. They used poison probability model to determine 
exceedance probability of landslide in each mapping unit. In another study done by [85] quantitative landslide 
hazard assessment done in Nilgiris Hilles; India used frequency volume statistics to obtain probability of landslide 
magnitude for different return period. The study results revealed landslide occurrence is directly related to the 
amount of rainfall in the region. For Nilgiris hills in India, spatial probability was used for producing hazard and 
risk information for planning risk mitigation. Several other studies are also there which have used probabilistic 
approach [86 – 92]. 

LSM involves consideration of many variables and their relationship needs to be established. For better results 
multicriteria decision making approach is very useful. To derive priority scales, measurement is done pairwise 
and is subjective to judgement of the experts in Analytical Hierarchy Process (AHP) [93]. In AHP there are four 
steps which includes; Problem definition, Goal, and alternative identification, generating Pairwise comparison 
matrix, weight determination and priority selection. Numbers from 1 to 9 is assigned to variable related to 
landslide and its importance and comparison matrix are generated. After generating comparison matrix, 
consistency ratio and index (CR and CI) is calculated. Comparative study for the LSM generated by Logistic 
regression, Multicriteria Decision Approach and Likelihood Ratio Method was done by [94] for Azmir, Turkey 
using Area under Curvature method. In comparative study done by (Ayalew & Yamagishi, 2005) LSM produced 
using LR and AHP was compared and results revealed that LR method gave more details then AHP.  When these 
maps were compared for landslide activity map then AHP based maps showed the better results as compared to 
LR models[71].The probabilistic approach which identifies the minimum rainfall required to cause landslide and 
studies different rainfall related parameters which causes rainfall is known as rainfall threshold method. Most 
used parameters for designing rainfall threshold includes antecedent rainfall, rainfall intensity, and duration of 
rainfall. The critical rainfall threshold is dependent on soil properties, wet soil bulk density, water density, slope 
angel and upslope drainage. As noted by [95], rainfall threshold decreases with increasing seasonal accumulation 
and comes to constant at 11 mm/day. To predict the landslide in Seattle, Washington, USA cumulative rainfall 
threshold was used [86]. Comparative study of the model was done with historical records and results revealed 
that with this method almost 90% of historical events of landslide was captured and researchers have advised to 
use cumulative rainfall threshold and exceedance rainfall intensity duration threshold together. Physical based 
model is used to study the physical processes responsible for landslide events. This Physically based model [4] is 
independent of history and can be also used in the area where past records of landslide is not available. Transient 
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ground water response of slope to rainfall is accounted in this model. In a study [96], use Transient Rainfall 
Infiltration and Grid-based Slope Stability (TRIGRS) to model the rainfall induced shallow landslides in central 
Umbria region of central Italy. In this study, past records of landslides and rainfall events were used to calibrate 
the model. Researchers argued that for better results in TRIGRS, information about spatial distribution of physical 
properties of the surface is needed. In a study done by [97], real time susceptibility of the shallow landslides was 
assessed for Emilion Apennine in North Italy. When researchers compared SLIP (Shallow Landslide Instability 
Prediction) and TRIGRS (Transient Rainfall Infiltration and Grid Based Slope Stability) models of landslide 
susceptibility analysis in GIS environment, results revealed that each model has identical capability for prediction. 
Four different physically based model was compared in a study done by [98]. The study involved Shallow Land 
sliding Stability (SHALSTAB), Stability Index Mapping (SINMAP), TRIGRIS and STARWAR + PROBSTAB 
(storage and Redistribution of water on agricultural and revegetated slope+ Probability of Stability) models in 
western Ghats of Kerala, India. The results of study revealed that STARWAR+PROBSTAB model is best suitable 
in spatial-temporal probabilities of shallow landslides assessment. Based on hydrological parameters, High 
Resolution Slope Stability Simulator (HIRESSS) model was used for predicting landslides and model involved 
Global Circulation Model for analyzing rainfall parameters [99]. From the review of several studies, it is very 
much clear that spatial information related to landslide occurrence plays vital role in Landslide Susceptibility 
Mapping. [5] The combination of Remotely sensed data and Geographical Information System (GIS) have proven 
evidence of generating and processing good quality of spatial information. The development in earth observation 
techniques have played vital role in detecting landslides, mapping, monitoring, and analyzing hazard [100]. 

Modern Approaches in Landslide Susceptibility Mapping 
The modern approaches refers to Machine learning which is new emerging trend in landslide susceptibility 
mapping and gaining popularity among researchers. There are enough number of literatures available which deals 
with different machine learning model for landslide susceptibility mapping. This machine learning models are 
classified as conventional, hybrid, ensemble and deep learning models which are discussed in the proceeding 
sections of this paper. 

Standalone ML Methods: This methods are standalone machine learning models popular in Landslide 
susceptibility mapping and has shown good accuracy in prediction. Most popular method in this category 
involves, Random Forest Method, Support vector machine, Logistic Regression, Artificial Neural Network, and 
Naïve Bayes method.  

Random Forest model develops many trees based on the input data and predicts by taking votes or average of the 
decision tree. This method is ensemble of Decision Tree’s [101,102]. More number of trees will reduce the 
overfitting but will also increase the complexity in computation. Random forest when used for classification, each 
decision tree will predict a class and most voted class is considered as result. While doing regression analysis 
average of the individual trees will give the estimation of dependent variable. The predictive ability of the model 
is dependent on the input variables (Causative factors) and this makes the selection of input variables most critical 
task [103]. Many studies with the use of this model have been recorded. In study done by [104], RF model was 
used for classification. In a study 50 “ntrees” and 8 “mtry” was used which gave 98.3% success rate and AUC 
prediction value was 97.7%. As noted in [105] no specific rule exists for value of ntree and mtry in RF. A study 
done by [106] used the classification model with the equation shown below and the RF model was trained on 700 
landslides pixels.  

 

Where; input data is indicated by I, output computed is indicated with o and f(d) is Indicator function which is 
defined as;  
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In above equation, YES indicates landslide zone and OTHERWISE indicates non-landslide zone. The value of k 
was selected as 1000 after parameters tuning and at each node 3 features were tested. Out of Bag (OOB) method 
which is used for measuring prediction error was used for measuring accuracy of the RF model and results 
revealed that model has accuracy of 98%. In a comparative study done by [107], comparison between traditional 
statistical model (certainty Factor), Conventional ML models like SVM and RF, and hybrid of CF-SVM and CF-
RF was done. The RF model in study used 500 decision trees with 3 randomly selected features and 464 landslide 
and non-landslide samples were used to train the model. Testing of the model was done on 200 test samples and 
out of that 200 samples 156 gave the accurate prediction and prediction accuracy of 78% was noted for the RF 
model. 

 
Figure 2. Flow of Study [107] 

In a study done by [108], RF was used for feature selection. The study focused on improvement of the 
classification model removing irrelevant features and careful selection of the causative factor. The study was 
conducted with 500 trees and four features. The study showed the AUC performance of 0.93. The study was done 
using 2100 landslide data groups divided into two groups, first group of 1050 points was used for training and 
remining 1050 for training [101]. The study used STATISTICA for implementing RF in landslide susceptibility 
mapping. The AUC for the RF method used in study was 0.7394. The literature proves that, RF is quite popular 
method for mapping landslide susceptibility. The use of RF is prevalent due to some inherent advantages like easy 
implementation, better ranking of causative factors which helps in eliminating the irrelevant factors and gives the 
higher accuracy in prediction.  

Support Vector Machine is categorised as supervised ML model and can be used to solve classification and 
regression model. Support Vector Machine (SVM) is a concept used for classifying data into different groups by 
drawing a line or hyperplane between them. In classification, the best hyperplane is the one with the maximum 
margin, which is the maximum distance between the hyperplane and the data points. The SVM model is trained to 
find this hyperplane. However, in real-life scenarios, data is often not linearly separable, making the maximum 
margin approach unsuitable. In such cases, a soft margin, which allows for some misclassification, is more 
appropriate. To handle nonlinear datasets, SVM uses a mathematical function called a Kernel, which transforms 
the input data into a higher-dimensional space, making it easier to separate the classes. Basic classification 
function in SVM is given by below equation where coordinates numbers are given by n, xi defines parameters in 
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vector x in original space, y gives class label, hyperplane parameters are given by weight w and bias b, and sgn 
gives the sign function. 

To handle nonlinear datasets, SVM uses a mathematical function called a Kernel, which transforms the input data 
into a higher-dimensional space, making it easier to separate the classes. Basic classification function in SVM is 
given by below equation where coordinates numbers are given by n, xi defines parameters in vector x in original 
space, y gives class label, hyperplane parameters are given by weight w and bias b, and sgn gives the sign 
function. For non-linearly and noisy datasets soft margin is introduced in which empirical errors are 
accommodated. 

 

The modified equation for classification is given as below; 

 

In the above equation weight is given by; w = ∑ m i=1 αiyixi, i = 1, ..., m where αi denotes the weight of the ith 
training example as a support vector. For dealing with non-linear decision boundary, SVM datasets are mapped 
into higher dimension space where data is linearly separated. Datapoints xi is replaced by φ(xi) which produces 
higher dimension mapping. Kernel function is used to produce value like dot product of higher dimensional 
vector. The equation (16) describes the decision function using Kernel trick.  

 

In a study done by [109], four kernel function namely, linear, polynomial degree of 2, sigmoid, and RBF, was 
used to generate LSM. For training the model ENVI5.1 software was used and for visualization results was 
exported to ArcGIS software. The results revealed that RVF-SVM gave best success rate and prediction rate. In 
success rate, RBF-SVM was followed by polynomial-SVM, linear-SVM, and sigmoid-SVM. In prediction rate 
RBF-SVM was followed by linear-SVM, polynomial-SVM, and sigmoid-SVM. The study done by [110] used 
gaussian radial function with parameter γ = 2 and penalty factor C = 100 for model fitting. The datasets were 
divided into two random sets where 50% was used for model training and other 50% for model performance. The 
next step in study swapped the training datasets with testing datasets and arithmetic mean of both give the 
accuracy of the model. The study was done using multiple iterations and the accuracy for them was, for 1% = 71. 
0, for 5% = 71.0, and for 50% = 88. An open-source package LIBSVM was used for study. From the study it was 
observed that small datasets can give good accuracy in susceptibility prediction. SVM has the least false positive 
rate for a standard ground class which is considered essential in risk assessment and based on the available 
literature SVM has been proved to be effective method in landslide susceptibility mapping [111]. 

Logistic Regression is supervised ML method used for binary classification problem. This model is predecessor 
of ANN as ANN is generalization of logistic regression [112]. Its name suggest that model is regression model 
but in actual it is classification model [113]. This model does not require linear relationship between input and 
output variables [114]. This method gives probability of event by dividing events occurring and events not 
occurring. Weights are assigned to the inputs of the logistic regression and there is exponential relationship 
between weights and output [116]. This model can be given by below equation; 
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In above equation, input variable is given by x, and logistic function is natural log of odds. Here the probability of 
0.5 transforms to the logistic function 0. The range of logistic function is between 0 to 1 and is given by P > [0, 1] 
[113]. Logistic regression predicts outcome as Yes/No, Success/Failure, Occur/Not occur. Taking causative 
factors as input variables, we can determine the occurrence of landslide in the study area. As noted by [117], 
logistic regression is the most common multivariate method and, in their study, they find the relationship between 
causative factor and occurrence or non-occurrence of landslides. In a study done by [118], some common ML 
models were used with convolution neural network and hybrid model were studied. They used, SVM, LGR and 
RF with CNN. CNN has better learning capabilities and after learning it extracts features which will improve the 
performance of the ML model. From the results of their study, it is revealed that when the combination of LGR 
and CNN is used, better predictive capability is observed as compared to other hybrid model under study. Overall 
accuracy of the LGR-CNN model was 79.82%. From the results of the study, it is evident that hybrid models can 
perform better as compared to the traditional ML models. One other study done by [119] did the comparative 
evaluation between SVM, LGR, ANN and conditional probability. The study done by x` [120], used LGR and 
CART as benchmark model while using Random Subspace based Classification and Regression Tree 
(RRSCART). As an input 14 causative factors were taken and 203 landslide locations were considered. The 
results revealed that RSSCART has training AUC of 0.852 and validation AUC of 0.827 which was better than 
both LGR and CART. 

Artificial Neural Network resembles the working of biological neurons and their interconnection to process the 
information parallelly. The basic architecture of this method has interconnected neurons arranged in different 
layers. There are three types of layers, the first is input layer, then number of hidden layers and output layer. 
Every connection between neurons in the model is assigned a numerical value known as weight. To give the 
output hi of the hidden neuron i, equation given below is used; in which σ () is the activation function, number of 
input neurons is defined by N, weight is represented by Vij and inputs to the input neuron is represented by Xj 
and threshold of hidden neuron is given by [121].  

 

In a research done by [122] used 14 causative factors with different weights assigned to it as an input variable. 
The model was trained using back-propagation algorithm. The main aim of the study was to determine the weight 
of the causative factors. Validation for the trained model was done by taking the existing data from Korea’s 
Youngin, Jang hung, and Boeung regions. The model evaluation showed the highest accuracy of 81.36% and 
lowest of 71.72% when tested in nine different locations. The main factors such as slope, land cover and 
lineament distance were having highest weights whereas soil type and forest density has lowest weight. In a 
comparative study [123], studied the Mamdani Fuzzy Interference System and ANN for LSM. This study is more 
significant because there is no literature for LSM available which has previously used FIS. From the comparative 
study it was observed that ANN has less uncertainty as compared to FIS and prediction accuracy for both the 
model was satisfactory. The AUC value for ANN was 0.94 whereas FIS was 0.88. The study done by [124] also 
used ANN for LSM and used back propagation algorithm for training the model. Small numerical values between 
0 to 1 was used for assigning the weight to the input variables and then network output was calculated and 
compared with the expected output, if the results align with each other than process is continued and if not, then 
weights are reassigned using correction rule. The AUC value of 0.84 showed that the model has good prediction 
accuracy. Two different ANN structures were studied by [125] which were composed of single and double hidden 
layers. The ANN model was trained with four different training algorithms namely, batch backpropagation, quick 
propagation, conjugate gradient descent algorithms, and Levenberg–Marquardt algorithm. The CGD algorithm 
was observed to be slower than other but also gave the highest success rate in AUC and best prediction accuracy. 
The study was done by [126] which classified four types of landslides namely complex, slide, rockfall and slow 
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and for all four types LSM was done using MLP-ANN model. The software named as ArcGIS were used for 
mapping and MATLAB for supervised learning. AUC value of more than 0.9 was observed for MLP-ANN model 
and from overall review it is evident that ANN has very high prediction accuracy.  

The learning algorithm based on ‘Bayes’ rule is known as Naïve Bayes model. Naïve Bayes works on assumption 
that the classification features are independent of other features in class [127]. In the practice, assumption of 
independence is often violated and NB therefore offers competitive accuracy. 

There are certain features of Naive Bayes which are as listed below; 

1. NB model offers efficient computation time as there is linear relationship between training and classification 
time and number of features.  

2. There very less possibility of variance as search is not included in the model but also chances of high bias are 
associated with this model.  

3. NB models offers cumulative learning. It learns from the lower order probability from the available training 
data and then it updates when new training data is available.  

4. NB model can predict posterior probabilities directly. 

5. There is no effect of noise as all the features are utilized for prediction. 

6. There is no effect of missing features at as all the features are used for prediction and hence it makes the 
missing feature unnoticeable.  

In a study [128] used NB model for LSM using 17 Landslide causative factors vectors and occurrence and non-
occurrence vector. For classification, NB classifier was used which is given by below equation. 

 

 

In above equation conditional probability was given by P(xi/yi), where P(yi) represents prior probability of yi, 
standard deviation α for xi, η indicates the mean. The prediction accuracy of 78.3% was obtained and success rate 
of 79.2%. The main aim of the study was to utilize NB model for damage control by providing preventive support 
measure. For comparative evaluation of the model [129] studied RF, SVM and NB models. Study was done using 
eleven landslide causative factors and NB model was implemented using e1071 Library in R. The NB model was 
employed to classify pixels into landslide and non-landslide classes and the model demonstrate accuracy in range 
of 96% to 97%.  In a case study two ML models, SVM and NB was used with fractal theory for landslide 
susceptibility mapping. The study was conducted using 10 Landslide Causative Factors. Prediction accuracy for 
the ML model with FRT for selecting non-landslide locations was higher with AUC value of 0.96 for SVM and 
0.98 for NB. When non-landslide location was selected randomly, AUC value came out to be 0.708 for SVM and 
0.727 for NB and this indicated that there is significance of non-landslide locations in Landslide susceptibility 
mapping and it can affect the accuracy of generated LSM. The study done by [130] implemented NB algorithm 
with R 3.0.2 and the Rminer package for LSM modelling. The model performance was evaluated using AUC and 
RMSE where AUC value for model was 0.91 and RMSE value was 0.464. 

Hybrid ML Models: The accuracy of the ML models in generating LSM is dependent on the landslide causative 
factors. There should be wise use of landslide causative factors to get the better accuracy in landslide 
susceptibility mapping. Hybrid techniques are combination of different ML models or combination of ML model 
with feature selection and optimization techniques. For selecting causative factors, conventionally 
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multicollinearity analysis was involved by calculating VIF and Tolerance (TOL) [131-133]. Other co-relation 
method noted in the survey are such as Pearson’s Co-relation analysis, CFS , CAE and spearman’s rank 
correlation coefficient [134-137]. Novel hybrid model was studied by [138] which combined Rough Set (RS) 
theory with SVM. The study aimed to map the landslide susceptibility at a regional scale using multisource data. 
For selection of Landslide causative factors RS was used and SVM for prediction of landslide susceptibility. 
Overall good fit was observed while using combination of RS-SVM for LSM as compared to that of individual 
SVM model. In a hybrid model study done by [139], considered local environmental factors using GWR method 
for sake of better prediction accuracy. The hybrid model of GWR-PSO-SVM was used for generating LSM. For 
defining Landslide causative factors, SPSS Clementine 12 software was used. The AUC value of the GWR-PSO-
SVM hybrid model was 0.978.  

The hybrid model using sequential minimal optimization and SVM was studied by [140]. Use of SMO included 
several benefits like fast, easy, and simple algorithm implementation. This model gives better results with 
extensive datasets, less input and reduced complexity of the problem.  When SMO-SVM compared with other 
hybrid models such as cascade generalization optimization-based SVM and other ML: models such as NB-tree 
and SVM, SMO-SVM outperformed with AUC value of 0.824. In a study done by [133], quantitative prediction 
of landslide was done. Hybrid model with Fractal dimension, Index of Entropy and SVM was used in the study. 
The hybrid model Fractal-IOE gave the AUC value of 0.85 and Fractal-SVM gave the AUC value of 0.97. The 
results revealed that hybrid model gave better results than standalone IOE or SVM model. To determine spatial 
agreement of ML-based LSM and reduce uncertainties in landslide studies, [141] used combination of KNN, 
MLP, RF, and SVM ML models. It was observed that there was better spatial agreement with correlation 
coefficients when hybrid models were used. The study showed better prediction accuracy than individual ML 
models but due to secondary source of input data there was lower RMSE accuracy. Hybrid model using GeoSOM, 
RF, and ensemble ML model consisting of ANN-SVM-Gradient boosting decision tree (GBDT) was used in a 
study of [142]. For clustering study locations GeoSOM was used, for feature selection RF and Pearson correlation 
coefficient was used and for generating LSM ANN-SVM-GBDT was used. Random selection of non-landslide 
locations imposed the possibility of error in the model and time consumed for the model was also more as 
compared to other hybrid models. In a study done by [118], CNN was integrated with SVM, RF, and LGR.CNN 
was used for feature selection and LSM was generated using different ML models. It was noted in study that 
overfitting was the problem with this type of hybrids. For improving predictive performance of ML models, FRT 
was included to select the non-landslide locations [143]. The study showed that there was better accuracy for 
SVM and NB model when FRT was used for selecting landslide and non-landslide locations. The combination of 
Bayesian optimization (BO) with RF and GBDT was explored by [144]. Prediction accuracy of RF and GBDT 
was observed to be improved with the use of BO. The integration of multi-boost with radial basis function neural 
network (RBFN) and Credal decision tree (CDT) was studied by [136]. The results revealed that CDT had the 
best AUC value of 0.77 with the use of multi-boost whereas for combined model AUC was lower as compared to 
other studies. 

Ensemble Models:The method of combining of different conventional ML models using different averaging or 
voting systems is known as Ensemble methods. The limitation of one model is compensated by other model and 
hence when this ensemble approach is used there is improvement in prediction accuracy and generating LSM 
[145]. There is enough literature available which proves that ensemble techniques are useful in improving 
accuracy of the LSM. Some studies have used Light GBM [146] based on decision tree. The RF is the basic 
ensemble model used for generating LSM and is recorded in many studies,  [137, [146-151]. Due to its simplicity, 
lower computation and robustness, RF is the most preferred ML model. Another popular model is random 
subspace which is used by many researchers [150,152], [153-155]. This algorithm was proposed in the study done 
by [153]. This model used the different features in entity space and this the key difference in this method as 
compared to other techniques [153]. Overfitting is the main problem with this model. Another ensemble model 
based on decision tree is canonical correlation forest (CCF) [156].  As compared to RF and RotFor, this method is 
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advanced. CCF method uses many decision trees for predicting unknown samples using majority voting method. 
Another decision tree-based algorithm is Chi-squared automatic interaction detection (CHAID) [157]. For 
automatic classification, CHAID can be useful as it can analyze many Landslides Causative Factors.  

Deep Learning Models: Deep learning models can find intricate structures in data with higher dimension [158] 
and therefor they can achieve higher performance. Deep learning models are representation learning techniques 
with number of representation layers. Representation Layers of the Deep Learning methods involve; batch 
normalization, flatten, dense, and dropout layer. The consistent data distribution for learning is done by batch 
representation layer. Class distribution is done by dense layer and improvisation in generalization of the model is 
done by drop out neuron layer. One other vital component for DL architecture is Activation function and should 
be differentiable and selected according to the model requirement. For landslide susceptibility mapping, Sigmoid 
Activation Function is generally used dur to non-linear nature of landslide susceptibility mapping [159]. Some of 
the popular Deep Learning methods include CNN, LSTM, DNN (deep neural network) and RNN. CNN model 
has three essential components which are; convolution, down sampling, and fully connected layers. Convolution 
layer extracts the feature information from previous layer by using multiple kernels. As compared to fully 
connected network, convolution layer allows training with lesser number of parameters. After convolution layer, 
activation function comes into play and most effective and popular activation function is Rectified linear unit 
function. The down sampling layer reduces size of feature and tendency of overfitting [160]. It is observed that 
DNN has been popular choice for natural hazard studies. DNN includes, fully connected layers, dropout layers, 
hyperparameters for random search, activation function, and optimization algorithm [161]. In temporal data 
processing RNN has proved to be successful. As contrast to CNN, RNN can process sequential data with 
recurrent hidden states, which learns from former and present state [162]. However, for long data processing RNN 
is not accurate. To overcome the limitations of RNN, LSTM came into existence which has advanced recurrent 
structure. The memory cell is the basic building block in LSTM and this cell has gates to control the stored 
information. The input gates regulate the status of cell and for that gate decides that how much memory from the 
previous state is retained or forgotten [159].  

In a study done by [163], CNN was used for the first time in landslide susceptibility mapping study. Three 
different CNN architectures were constructed from three data representation algorithms 1D, 2D, 3D. The 
historical landslide data taken from Yunshan County, China was divided into ratio of 70:30 for training and 
validation purpose and 16 Landslide causative factors were selected. The evaluation of the proposed CNN was 
done using OA, MCC, ROC, and AUC measures.  While making a comparative study of the proposed CNN 
model with Optimized SVM, DNN and LeNet 5, it was observed that CNN-2D gave the highest AUC value of 
0.813. From the study it was concluded by researchers that CNN is more practical approach in landslide 
prevention and management than conventional ML models. Comparative study between DNN and CNN was done 
while taking Iran as an area of study for landslide susceptibility mapping in a study done by [164]. Entire Region 
of Interest was converted to raster format for mapping landslide susceptibility. Susceptibility indices of each pixel 
was calculated to test that trained model of CNN and RNN. The LSM was generated by converting the indices 
and then landslide susceptibility was categorized into five different categories. The AUC value of CNN was 0.85 
and RNN was 0.88. 

To overcome the limitations of DL model such as lack of model variance and limited generalizability, a study was 
conducted by [159]. In this study the network architecture consists of two main parts, first part consists of RNN-
CNN-LSTM layer blocks which was used for feature extraction and the second part was for dense and dropout 
layer for class prediction. To find the batch size, number of layers, epoch, loss function, and optimizer, trial and 
error method was employed. Overall accuracy of the DL model was improved by 7% with the proposed model. 
Improvement of 4% was also noted in the AUC value of map generated for landslide susceptibility. The AUC 
values of the models are as; LSTM (0.86), RNN (0.91), CNN (0.92), and the highest of all models is CNN-RNN-
LSTM (0.93). In a comparative study done by [165], hybrid CNN-DNN based LSM was compared with the 
conventional ML models. In this proposed study, CNN was used for feature extraction and DNN for sorting pixel 
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into susceptibility groups. AUC value of 0.90 for CNN-DNN was achieved.  A stacking-based ensemble model 
was used with CNN and RNN to generate LSM [162]. The AUC value for the LR, RNN, CNN and CNN-RNN 
are 0.87,0.900,0.904, 0.918 respectively. CNN was compared with conventional ML models in study done by 
[160], which revealed that CNN based model has best predictive performance. A Deep learning framework with 
integration of spatial response feature and ML classifier was developed by [166]. This method is executed in three 
steps. The first step involves depth wise separable convolution used for spatial feature extraction to prevent 
multifactor feature confusion. The second step is spatial pyramid pooling which extracts the response features to 
obtain features under different scales. The last step merges the high-level feature into ML classifiers for more 
effective feature classification. The AUC values of SR-RF, SR-SVM, and SR-LGR are 0.92, 0.915, and 0.903 
respectively. The study done by [161] explored CNN, RNN, DNN, LSTM methods. The CNN architecture was 
1D and included one layer for convolution, flattening and pooling and two fully connected dense layers. To avoid 
overfitting, dropout layer was used. To select the kernel size, number of neurons in fully connected layers, 
activation function and number of filters, Keres Tuner Library was used. For training the model, Adam 
Optimization Algorithm was used and Sigmoid as an activation function. The LSTM in study used one bi-
directional layer, one layer for dropout and two fully coupled layer. The RNN model used simple RNN layer 
using Keres library. The architecture was same as other model and it consisted, one RNN layer, one dropout layer 
and two fully connected layer. The AUC value for DNN, LSTM, CNN and RNN are 87.3, 86.5,85.6, and 82.9 
respectively. 

CONCLUSION 
This review paper provides a comprehensive overview of various methods used in landslide susceptibility 
mapping, highlighting their merits and demerits.  

It is evident that each method has its strengths and weaknesses, and the choice of method should be guided by the 
specific requirements of the study, the available data, and the expertise of the researchers 

One key insight from this review is the importance of landslide causative factors in landslide susceptibility 
mapping. These factors, which includes different topological, Hydrological, and geological factors such as slope, 
aspect, soil type, and rainfall, Lithology, distance to fault and density of fault play a crucial role in determining 
the susceptibility of a region to landslides. Therefore, any susceptibility mapping exercise should give due 
consideration to these factors.  

The Table 1 below gives the brief overview of the merits and demerits of the different methods used in landslide 
susceptibility mapping. 

Table I. Summary of different methods used in landslide susceptibility mapping 
Method Type Merits Demerits 

Distribution 
Analysis 

Qualitative Comprehensive method, 
considers multiple factors 

and utilize the human 
intelligence which can 

give better insights. 

Subjectivity is involved in this 
method as human intervention is 
there and data is totally based on 

expert knowledge. It is also 
time-consuming and difficult to 
update due to larger subjectivity. 

Map 
Combination 

Approach 

Qualitative Integration of multiple 
factors in the study is 

possible. 

Subjective weighting increases 
chances of error and is difficult 

to extrapolate. 
Multivariate 
Statistical 
Approach 

Quantitative This method considers 
relative contribution of 
each factor and gives 

good accuracy. 

It consumes more time due to 
complex calculations. 

Bivariate Quantitative Simple method and There is compromise with 
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Method Type Merits Demerits 

Statistical 
Approach 

interpretation are also 
easy. 

accuracy when compared to 
other multivariate methods. 

Logistic 
Regression 

Quantitative Finds best fitting model. Requires large data sets which 
makes process lengthy. 

Frequency 
Ratio 

Approach 

Quantitative Simple, easy to interpret Less accurate than multivariate 
methods 

Analytical 
Hierarchy 
Process 

Quantitative It is uses multiple factors 
which can give good idea 

about relative 
contribution of different 

factors. 

It involves complex calculations 
which requires more 

computational resources. 

Random 
Forest 

Method 

Modern/Machine 
learning 

Standalone 
model 

Overfitting is reduced as 
compared to other 

methods. 

Increases computational 
complexity with a greater 

number of trees and chances of 
overfitting reduces with 

increased number of trees. 
Support 
Vector 

Machine 

Modern/Machine 
learning 

Standalone 
model 

Gives High accuracy 
compared to other models 

in the segment. 

Requires large data sets which 
makes process lengthy. 

Artificial 
Neural 

Network 

Modern/Machine 
learning 

Standalone 
model 

It offers good prediction 
accuracy. 

It is complex to interpret the data 
generated by this model and is a 

complex task. 

Naive Bayes Modern/Machine 
learning 

Standalone 
model 

Simple and fast method 
as compared to other 
methods in the same 

context. 

Features are assumed to 
independent to each other and 

presence or absence of any 
feature does not affect the 

model. 
Hybrid 
Models 

Modern/Machine 
Learning 

Combines strengths of 
multiple models 

Complexity in model compiling 
and upto certain extent 

overfitting is observed in the 
mode. 

Ensemble 
Models 

Modern/Machine 
Learning 

Reduces bias and 
variance. 

Overfitting is the major issue in 
ensemble models. 

Deep 
Learning 
Models 

Modern/Machine 
Learning 

Gives High accuracy and 
capable of handling 

complex patterns of data. 

Requires large data sets and 
complex calculations are 

involved. 

In conclusion, a thorough examination of various machine learning models reveals Support Vector Machine 
(SVM) as the predominant choice for landslide susceptibility mapping, while ensemble methods, artificial neural 
networks, random forests, and hybrid approaches are gaining traction. However, exploration into deep learning 
and decision trees in this domain appears comparatively limited. Building upon these findings, several avenues for 
further research emerge. Firstly, optimization in the number of trees and random inputs in Random Forests could 
enhance accuracy, alongside exploring SVM with different kernels. From the review it is identified that there is a 
need for more research focusing on machine learning models and advanced techniques in the Himalayan regions, 
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particularly in less-studied areas like the Sutlej basin, utilizing ensemble models and deep learning methods for 
comparison with conventional approaches. Investigating less-explored Deep Learning models such as 
Transformer, LSTM, and RNN could yield insights into their potential for higher accuracy in landslide 
susceptibility mapping. Lastly, exploring Transfer Learning models to apply knowledge from data-rich locations 
to areas with limited data could streamline training processes and dataset sizes without compromising accuracy. 
These avenues signify promising directions for future investigations in landslide susceptibility mapping. 
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