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ABSTRACT 
Head and neck cancer impacts it’s patients not only physiologically but psychologically, financially and 

aesthetically too. Survival prediction gives an insight about life expectancy after treatment. This helps in planning 

treatment strategies to improve its outcome, making future planning, and enhancing patient care. In this paper, 

we propose a novel approach for the prediction of survival for head and neck squamous cell carcinoma (HNSCC) 

patients using transfer learning. Transfer learning in medical imaging can develop an efficient model by utilizing 

information from per-trained models. In our work, we have employed CapsuleNet for feature extraction from 

2593 CT scans of HNSCC patients, as it has the capability of attaining better feature extraction from less training 

dataset. For HNSCC survival prediction we have used DenseNet121 on the features extracted from CapsuleNet, 

as it requires fewer features as compared to traditional CNN.  Performance metrics such as accuracy, sensitivity, 

specificity, F1 Score, and precision are used to evaluate the prediction results. To compare the results other deep 

learning models like CNN and ResNet50 were also employed over same data-set for feature extraction as well as 

prediction. The proposed model achieved the accuracy of 97.3% which outperformed other deep learning models. 

Keywords:  Transfer learning, Head and Neck Squamous Cell Carcinoma, Dense Net121, Capsule Net. 

1. INTRODUCTION 
Head and neck cancers, commonly referred to as malignancies, often originate from the squamous cells that coat 
the mucosal surfaces of the head and neck, including the mouth, throat, and voice box. The medical term for these 
malignancies is Head and neck squamous cell carcinoma (HNSCC). Authors Mateus, P., Volmer et al.[1], in their 
research mentioned that on a global scale, 3% of cancer cases are HNSCC. Oropharyngeal, hypopharyngeal, 
laryngeal, and oral cavity squamous cell carcinomas are the primary types of HNSCC. HNSCC patients have 
complicated daignosis options based on where the cancer is located, its stage, and the results of any tests that were 
done. Head and neck cancer treatment necessitates a multidisciplinary approach involving oncologists, surgeons, 
radiation oncologists, and other specialists to develop individualized treatment plans that optimize outcomes 
while minimizing side effects and preserving quality of life.  A multidisciplinary approach and early detection are 
crucial for optimal treatment [18]. 

Clinical Oncology aims to help medical practitioners make smart decisions about cancer treatment. Radiomics 
integration in clinical oncology offers precision medicine and improved patient management, providing insights 
into tumour biology, treatment response, and patient outcomes. Radiomics is the extraction and analysis of 
quantitative information from medical imaging data, such as Computed Tomography (CT), Magnetic Resonance 
Imaging (MRI), or positron emission tomography (PET) scans.  Through the utilization of medical imaging data, 
radiomics can provide new avenues for precision medicine and better patient management along the cancer care 
continuum. It is an exciting and relatively new area of study that aims to make predictive and prognostic models 
by taking semi-quantitative or quantitative traits from medical images[2-5]. Radiomics analysis may use high-
resolution structural imaging modalities for extracting radiomic characteristics like shape, intensity and texture. 
New developments in machine learning and artificial intelligence have made it possible for medical images to be 
evaluated automatically, which results in developing the identifiers that can be used for diagnosis and prognosis. 

Radiomics, paired with machine learning techniques, is a cutting-edge approach to cancer research and clinical 
oncology. Radiomic properties may be categorized as statistical features, which include histogram-based and 
texture-based features, model-based features, transform-based features, and shape-based features. Machine 
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learning algorithms can then be used to examine these radiomic properties and create predictive models for a 
variety of clinical outcomes, such as diagnosis, therapy response, prognosis, and patient survival. The large 
volumes of data in this field have enabled models that may improve medical decision-making, outcome 
prediction, and precision healthcare [9-12]. 

Deep learning (DL), a machine learning approach deviates from the conventional approach by using 
a complicated framework that has the potential to outperform conventional machine learning models for imaging 
data. Medical Images include images from magnetic resonance imaging (MRI), digital radiography (RD), or 
ultrasonography (US), X-ray, computed tomography (CT) scan. CPU and memory limits parameters are 
responsible for the data pre-processing and building of the algorithms[15]. Based on the patient's particulars, 
medical image analysis helps in finding out the diagnosis and the future survival prediction of the patient.  
Analysing methods for medical images have been very helpful in diagnosing head and neck cancers[17]. 
However, it can be hard to find out what these images mean because of the complicated anatomy, different types 
of tumor biology, and traits that cross between cancerous and noncancerous spots. 

Conventional imaging methods often rely on human skill, which may be uncertain and susceptible to 
inconsistency. Deep learning methods, particularly convolutional neural networks (CNNs), have the potential to 
enhance the accuracy, speed, and consistency of medical picture processing. These sophisticated computer 
systems have the ability to autonomously acquire characteristics from unprocessed picture data. This allows for 
the extraction of therapeutically meaningful data and has the potential to surpass human performance in some 
tasks[7-8]. 

Transfer learning has considerable potential for increasing automated analysis, diagnosis, and treatment planning 
in clinical practice by using pre-trained models and customizing them for medical imaging applications. Transfer 
learning using convolutional neural networks attempts to enhance performance on a new task by using the 
information obtained from comparable tasks learned before. It has significantly advanced medical image analysis 
by addressing the issue of limited data availability and optimizing time and hardware resources. 

CNN Transfer Learning (TL) utilizes parametric data transfer. Trained CNN models use convolutional layer 
parameters for medical image analysis. Medical image classification may be trained using generic features from 
natural image classification when the labels are available in both domains in TL with CNN. Deep learning has 
been extensively employed in medical imaging tasks. One of the challenges that arise when using deep learning to 
the interpretation of medical images is the limited amount of annotation and labeling that is available. As a result 
of the restricted labels, there is a limited amount of data that is accessible, which makes it difficult to train deep 
learning models effectively. Consequently, transfer learning has emerged as a viable alternative to deep 
learning. TL may use CNN models either by extracting features or by fine-tuning. Feature extractors immobilise 
the convolutional layers, whereas fine-tuning modifies the parameters throughout the model fitting process [20, 
25-26, 28]. 

In this research, we have proposed a model that utilizes the use of transfer learning to perform better than the 
conventional machine learning models. We have extracted the radiomic features from the CT scans using the 
capsule Net. Capsule Net is the pre-trained deep learning model best used for feature extraction. After extracting 
the features, we have trained the model with DenseNet 121 to predict the survivability of HNSCC patients. This 
paper includes four sections where Section 2 is an overview of previously published work on the machine 
learning and deep learning models used in healthcare, Section 3 gives the background of the models used for 
developing the proposed model and the comparison between the conventional methods and radiomics. It also 

includes the methodology and proposed work, data set pre-processing details. Section 4 includes the results and 
the conclusion. 

2. LITERATURE REVIEW 
This section includes the approaches used in past years for analyzing medical images for HNSCC. Medical 
images provide detailed information about tumour characteristics like size, extent and location of tumours. 
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Researchers are focusing on exploiting the deep learning architecture’s capabilities of image recognition, 
classification, feature extraction, object detection and localization in extracting quantitative features and  
analyzing medical images. 

Tortora M et.al.[6], reviewed in their work, HNC includes a wide range of different types of cancer that can grow  
in many different locations of the body. The head and neck region, which includes the paranasal sinuses, pharynx, 
mouth cavity, larynx, thyroid, lymph nodes, soft tissues, and nearby bones, can be affected by various types of 
cancer. Squamous cell carcinomas (SCCs) are the most common type of head and neck cancer, accounting for 
90% of cases based on histology. The primary causes of the increasing number of head and neck squamous cell 
carcinoma (HNSCC) cases are tobacco use and alcohol consumption. The majority of HNCC cases consist of 
oropharyngeal squamous cell carcinoma (OPSCC) and nasopharyngeal carcinoma (NPC). The authors , Bray F. 
et.al. [7], in their work, stated that Head and neck cancer affects more than 830,000 people a year around the 
world. They are linked to a high death rate because they often grow slowly and without any symptoms. 

Pham et al. [14] talked about how medical records can be used to use DL to predict useful results in healthcare. 
The authors said that deep learning can be used to model the complicated connections between various health 
problems and guess how a patient's medical care might change over time. The study used information from 
patients' electronic medical records who had diabetes, high blood pressure, and heart disease, among other 
illnesses. CNNs and RNNs were used in the suggested DL model to find the links between the data's time and 
space. The study found that the deep learning model was very good at predicting how patients would get care in 
the future with a high level of accuracy. In their conclusion, the writers talked about how deep learning could 
change the way healthcare is provided by making predictions more accurate and allowing for more personalized 
care. Despite this, the authors agreed that using deep learning in healthcare is still in its early stages and needs 
more research to fully reach its full potential. 

Use of deep learning in head and neck cancer has increased rapidly. Deep learning has improved disease 
identification, anatomical structure segmentation, and treatment outcome prediction in medical image analysis. 
Deep learning algorithms can comprehend complex patterns from medical pictures, exhibit efficient 
generalization to novel data, and perform a multitude of jobs akin to humans. This ability might considerably 
enhance medical image analysis accuracy, speed, and consistency, improving patient care and results. Illimoottil 
et.al.[19] in their work reviewed the progress, possibilities, and challenges involved in using deep learning 
methods in images for head and neck cancer.  They also suggested ways to improve patient results and 
personalized treatment plans for the future. They gave a beneficial review of the current state and possible 
outcomes in HNSCC imaging by including the latest developments by an in-depth review of both standard and 
deep learning methods. According to their review DL techniques have significantly improved HNSCC imaging, 
enhancing tasks like detection of tumor  and prediction of outcome. Advanced models like convolutional 
autoencoders and GANs have improved data compression and feature extraction. Integrating radiogenomics into 
deep learning models could guide personalized treatment strategies. 

Many studies in the field have focused on and validated deep learning in medical image processing. Recent 
developments in computational pathology and algorithmic computing have made DL a beneficial tool for a 
variety of cancer diagnostic tasks, including tumor kind, grade, and prognosis prediction. Several studies have 
demonstrated its efficacy and utility in solving the numerous issues encountered in medical imaging activities.The 
medical industry has seen a meteoric rise in the use of CNNs in recent years, with many hospitals and clinics 
collecting massive amounts of imaging data. Among the many uses for these programs are tasks as varied as 
medical diagnosis and image segmentation. Their intricate structure hinders the inexplicability of neural networks' 
choices. More data is often needed by CNNs compared to more conventional machine learning methods from a 
variety of sources. More and more models have been published in this subject, which is encouraging because of 
its potential. Reasons such as the absence of standards for reproducibility and instructions on how to construct 
reliable imaging models explain why only a small percentage finds its way into healthcare settings [10-11]. In 
their study, Liu et al.[12] concluded that the analysis of head and neck pathologic images was first conducted in 
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2017 utilizing deep learning (DL), which is an advancement of machine learning (ML). This work aims to 
systematically examine and perform a meta-analysis to summarize and analyze the effectiveness of deep learning 
algorithms in contouring head and neck Organs at risk. After eliminating duplicate literature, doing primary 
screening, and re-screening, a total of 149 articles were acquired, out of which 22 studies were selected for the 
meta-analysis.They concluded that deep learning has great potential for collaborating with institutions to create 
high-quality medical data sets, promoting precision radiotherapy and providing patients with tailored, 
standardized treatment plans. 

Kanna et al. [13] carried out a study that used transfer learning to build durable deep-learning convolutional 
neural networks. They developed deep-learning models to detect prostate cancer tissue in whole-slide images. 
They utilized a large and high-quality training dataset, as well as advanced convolutional network architectures 
such as MobileNet V2, InceptionResNet V2, DenseNet 169, ResNet101 V2, and NasNetMobile for extensive 
training.  The performance was evaluated using a confusion matrix, which included accuracy, loss, and RMSE 
values. The findings indicate that Inception ResNet V2 achieved superior performance compared to other models. 

3. EXPERIMENTAL METHOD 

3.1   Background 
In recent years, the intersection of transfer learning with pre-trained architectures has garnered increasing 
attention from researchers, reflecting a growing recognition of its potential in cancer patient management. 

Improvement of Machine Learning for Medical Image Analysis over Traditional Methods 
At its core, radiomics is a branch of mathematics that applies algorithms to transform two- or three-dimensional 
images into tabular data including radiomics properties. Radiomics allows a comprehensive analysis of tumors, 
which may be used to forecast the effectiveness of the therapy. Radiomics may improve diagnosis and decision-
making by collecting image-based metrics. The conventional approach to radiomics is using a pre-existing picture 
Region of Interest (ROI) to extract characteristics, which are then used to train a classification algorithm for the 
purpose of predicting a therapeutic objective. The ROI may be characterised by three primary properties: intensity 
distribution, shape and size, and texture. Contouring of the ROI involves delineating the main tumour and the 
lymph nodes that are connected to it. There are a lot of options in traditional radiomics that have to do with image 
discretization and feature extraction, which may lead to thousands of features that might end up being much more 
in number than the number of patients. Overfitting occurs when a feature set becomes excessively preoccupied 
with training or validation data and ignores to extrapolate to unidentified test data which is sourced externally. 
which results the impossibility of exhaustively searching for all possible combinations of salient features [25-26]. 

Convolutional neural networks overcome the limitations of radiomics as they are used in deep learning radiomics, 
where images are sent into the network with or without tumor outlines. It is possible to avoid doing things like 
contouring tumors and nodes and calculating radiomics characteristics. To make predictions, the network learns 
discriminant characteristics automatically during training. For image pre-processing, a few factors need to be 
considered such as variances in image collection and reconstruction techniques, uncertainties, and variances 
caused in ROI by the outside observer.  In CNN, a well-designed feature selection algorithm chooses a subset of 
traits that accurately reflect the whole patient population based on the medical data. This enhances the model's 
interpretability[27-28]. 

Capsule Network used for Feature extraction in the Proposed Model 
While convolutional neural networks (CNNs) excel at many computer vision tasks, they fail to account for 
objects' geometrical connections. This means that CNNs can't handle training data that contains the affine 
transformations or the rotated images. A slight adjustment to the input image's size or translation may have a large 
impact on the network's performance, according to recent research. The main problem with traditional 
convolutional neural networks (CNNs) is that when it comes to learning visual representations, they have trouble 
processing input images of different sizes and orientations, and the pooling layer in these networks generally 
disregards positional information. The removal of pooling layers and their replacement with dynamic routing and 
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convolutional strides has increased the representation learning of Capsule Network (CapsNet). Popular tasks 
including as classification, identification, segmentation, and natural language processing have shown encouraging 
results using this architecture. CapsNet returns vector outputs rather than scalar ones. The core idea of CapsNet is 
to use encryption methods to encode the connection between many variables, including scales, location, posture, 
and orientation. Even though a human eye would readily see that a non-facial image with a mouth, eyes, and nose 
is not a face, convolutional neural networks (CNNs) might still not label it. Nonetheless, the capsule network will 
learn the relationship between facial features like the eyes and nose, and it will correctly recognize non-face 
images as such [21–23]. Medical imaging often utilizes three-dimensional data, such as CT scans and MRIs. 
Capsule Networks can process 3D pictures more efficiently compared to regular Convolutional Neural Networks 
(CNNs). Caps Nets are intrinsically capable of preserving spatial hierarchies, which makes them well-suited for 
processing volumetric data without sacrificing important information[29-30]. 

In Figure 1, the structure of CapsNet shows, a pair of convolutional layers make up CapsNet. There are 256 
channels in the first convolutional layer, and each channel has 9 × 9 filters that are activated using a RELU 
function, and the stride is 1. In the second layer, there was a convolutional capsule layer with 6-by-6-by-32 
capsules and a 2-micron stride. Eight convolutional units, each with a 9 × 9 kernel, make up each main capsule. It 
has been activated using the squashing function. The layer that is fully connected, the final component of the 
CapsNet design, is made up of sixteen ten-size D-capsules. The name for these pills is DigitCaps. An additional 
building block, or capsule, is inserted between a neuron and a layer in a capsule network. The neuronal layers that 
make up a capsule are nested sets. To classify data, these capsules gather data from every other capsule and use 10 
different criteria[31-32]. 

 
Figure 1: Capsule Net Structure 

When it comes to medical image analysis capsule networks have shown encouraging results. Organ segmentation, 
anomaly detection, and medical scan-based illness diagnosis are all areas that might benefit from CapsNets' 
ability to record structural connections. Complicated structures are common in medical imaging. CapsNets have 
the potential to enhance automated system's ability to analyze medical images, leading to more accurate diagnosis 
[29-30]. 
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DenseNet121 used for Survival Predication of HNSCC by using the features extracted by CapsNet 
In their initial proposal, G. Huang et al. [33] established DenseNet as a subset of CNNs. Impressive results were 
obtained on many image classification datasets. Each layer in a DenseNet design uses inputs from all the layers 
below it to build a feature map that feeds data to the layers above it. This is achieved by connecting the layers 
with dense blocks. 

The nth- layer gets all the inputs from the preceding feature maps (𝑥0, 𝑥1, …, 𝑥n) as seen in equation (1): 

 

In this case, the concentration of all preceding feature maps of the n𝑡ℎ-layer is represented as [𝑥0, 𝑥1, …, 𝑥n−1]. The 
nth layer is a composition function that includes three consecutive operations—batch normalization, a ReLU 
activation function, and convolution—and 𝑥n is the output of that layer. While ResNet merges adjacent layers, 
DenseNet just concatenates them. This makes it comparable to ResNet but not quite the same. By repeating 
features, DenseNet decreases the parameters and tackles the issue of vanishing gradients. In Figure 2, the use of 
four dense blocks by DenseNet-121 is demonstrated. A transition layer is inserted between each set of blocks; it 
uses down-sampling on the feature maps to generate a 1×1 convolution and a 2×2 average pooling layer. To 
bridge the gap between faraway levels, the dense blocks use a succession of convolutional layers. A ReLU 
activation is used by DenseNet-121 to enhance non-linearity. The DenseNet-121 model makes use of a ReLU 
activation function to enhance non-linearity. Lastly, a fully connected layer is used for prediction using a softmax 
function. 

 
Figure 2: Four dense blocks of DenseNet 121 Structure 

3.2  Methodology Adopted to Develop the Proposed Model 
In the Figure 3, the workflow of the suggested system is depicted. The CT images of patients with Head and Neck 
Squamous Cell Carcinoma (HNSCC) are obtained from The Cancer Imaging Archive. Subsequently, the acquired 
dataset undergoes pre-processing. Subsequently, the data is inputted into the capsuleNet model to extract features. 
The characteristics obtained from the CapsuleNet are then inputted into the DenseNet-121 model to predict 
survival. Similarly, the preprocessed information is simultaneously inputted to both the CNN and ResNet50 
models to predict the survival of HNSCC patients. The suggested model, CNN Model, and ResNet50 models are 
assessed using metrics such as F1 score, accuracy, sensitivity, specificity, and precision. The performance 
evaluation of the suggested model is thereafter compared to that of the CNN and ResNet50 models. 
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Figure 3: Working methodology 

 

Data Preprocessing of the Data extracted from the TCIA Dataset 
The medical imaging dataset of HNSCC comprising 433,384 DICOM files from 3,225 series and 765 
investigations from 215 patients is retrieved from The Cancer Imaging Archive. From the complete dataset, we 
extracted 2593 cancer images. The size of the original image was 512 X 512. An unprocessed CT scan image of a 
patient’s Hypopharyngeal region is shown in figure 5. 

 
Figure 4: Unprocessed Random CT Scans image of a patient of the Hypopharyngeal region 

Medical image preprocessing reduces the distortions in the dataset and increases the accuracy of the model. In our 
work we have done the pre-processing involves several  the steps. Converting DICOM images to grayscale 
maintains the spatial organization and interconnections among various anatomical elements present in the images. 
Capsule Networks demonstrate outstanding ability in capturing spatial hierarchies and relationships. 
Moreover, monochromatic images offer a transparent depiction of the spatial characteristics, avoiding the 
complexity introduced by color channels. In figure 5, we can see the gray image of the CT scan which was 
demonstrated in Figure 4. 
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Figure 5: Image converted to Gray Scale        Figure6: Image converted to HU after pre- processing. 

CT imaging uses the HU to measure tissue radiodensity. CT scan grayscale images use Hounsfield unit values. 
Radiologists can see the body's interior architecture by coloring tissues grey depending on their HU values. 
Brighter regions indicate tissues with greater HU values, whereas darker areas reflect tissues with lower HU 
values. This grayscale display helps radiologists distinguish tissues and spot anomalies or diseases depending on 
CT picture density. Figure 6, demonstrates the HU image of the gray image of Figure 5. 

Noise removal during preprocessing is essential for enhancing the data quality used for model training. 
it results in improved performance machine learning model. The figure 6 after noise removal from the HU image 
is demonstrated in figure 7 

 
Figure 7: Image after removal of noise 

The pixel data of the pre-processed images was taken and transformed into NumPy arrays. The data is randomized 
to facilitate training of the model utilizing unordered data. Once the data was randomized, we partitioned it into 
two distinct groups: the training set and the testing set. The training set consisted of 1884 photos, whereas the 
testing set included 709 images. 

4. RESULTS AND CONCLUSION 
The sensitivity, accuracy, F1 Score, specificity, and precision are five performance measures that were evaluated 
for the three models: Proposed Model, ResNet50, and CNN. One way to measure a prediction model's 
performance in statistics and ML is by using a confusion matrix, which is a tabular representation. For a quick 
overview of the prediction results, it shows the total number of correct, incorrect, FP, and FN predictions. The 
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confusion matrix allows for the evaluation of all performance parameter indicators. In this research, we have CT 
scan images of HNSCC patients. The confusion matrix is represented as shown in Table 1. Where True Positive 
(TP) is present in a dataset, it means that the expected number of survived patients (positive results) match the 
actual values. True negative values (TN) indicate that the dataset's actual non survived patients values match the 
negative projected outcomes. When the predicted results are false and the actual values in the dataset are positive, 
we get false negative values (FN). When the projected results are correct but the actual values in the dataset are 
negative, this is called false positive values (FN) [34-35]. 

Table I: Confusion Matrix used for Depicting Predicted Values 

Confusion Matrix 
Actual Values 

Positive Negative 

Predicted Values 
Positive TP FP 
Negative FN TN 

Table II: Representation of Confusion Matrix Values for calculation performance metrices. 
Model Name No. of true 

positive 
values 

No. of true 

negative 
values 

No. of false 

positive 
values 

No. of false 

negative 
values 

Proposed Model 1275 1250 30 38 
CNN 1260 1240 60 33 

ResNet50 1278 1230 45 40 

Performance Metrics used for the evaluation of the proposed model. 

 

 

 

 

 

It is critical to recall that accuracy is only one efficiency indicator and not the be-all and end-all, especially when 
dealing with an imbalanced dataset. The machine learning algorithm could develop biases due to the imbalanced 
dataset's skewed distribution of outputs. Equation 2, specify Accuracy of a test and is determined by its sensitivity 
and specificity, which indicate the existence or absence of a condition. Equation 3, specify Sensitivity, often 
called the true positive rate, is a measure of how likely it is that a test would provide a positive result. A low 
number of false negatives in the confusion matrix is desirable in situations when a high-sensitivity condition is 
present, such as when the trial calls for the classification of entries that fulfil the given condition. In addition, the 
probability of correctly detecting a genuine positive is high. This becomes of the utmost importance in cases when 
the consequences of treatment failure are substantial or when the therapy has remarkable efficacy with few side 
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effects. Because very sensitive tests rarely miss the existence of an illness, a negative result is very important. 
Equation 4, specifies Specificity, sometimes called the real negative rate which is the measure of the probability 
of a negative test result. One way to determine specificity is by how well it can differentiate between true 
negatives. It is common for specificity and sensitivity to go hand in hand; that is, when sensitivity is reduced, 
specificity is increased, and vice versa. The trade-off condition describes this situation. A class's accuracy is its 
true positive rate as a percentage of all forecasts for that class. Equation 5, specifies the percentage of correct 
predictions relative to the total number of correct predictions produced by the model. By finding a median 
between the two, the F1 score can decrease both false positive and false negative numbers. In terms of reliability, 
F1 scores are superior. It is not easy to understand the F1 score since it is not clear whether accuracy or recall is 
being maximized. Improving evaluations is achieved by combining the F1-score with other measures. 

Table III: Performance Metrices Values for the Three Models 
Model Name Accuracy sensitivity Specificity precision F1 Score 

CNN 0.964134 0.974478 0.953846 0.954545 0.964409 

ResNet 50 0.967219 0.969651 0.964706 0.965986 0.967815 

Proposed 
Model 

0.973776 0.971059 0.976563 0.977011 0.974026 

The proposed model demonstrates higher accuracy compared to ResNet50 and CNN, as seen in Figure 8, via the 
evaluation of performance metrics. The proposed model has a remarkable accuracy rate of 97.3%. 

 
Figure 8: Comparison of the Models 
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Figure 9: Accuracy Vs Epochs Graph of Proposed Model. 

 
Figure 10: Loss Vs Epochs Graph of Proposed Model. 

 
To understand the statistics, the rate of change of accuracy with change in epochs for all three models are 
represented graphically in Figures 9,10, and 11. As illustrated by Figure 10, the training and testing accuracy 
improved as the number of epochs rose for the proposed model. Figure 11, demonstrates the training and testing 
loss curves of the proposed model. It can be seen that as the number of epochs increased eventually gap between 
training and testing accuracy decreased. It implies that the model has learned to generalize successfully from 
training data to new data that is the model can recognize the underlying patterns in the data without just 
memorizing the training instances. 
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Figure 11(a): Accuracy Vs Epochs of ResNet50 Model CNN 

 
Figure 11(b): Accuracy Vs Epochs Graph of   Model. 

Figure 11(a) illustrates that the training and testing accuracy increased as the number of epochs rose for the 
ResNet50 model. Similarly, its depicted in Figure 11(b), that the training and testing accuracy increased as the 
number of epochs rose for the CNN model. After a threshold the gap in training and testing accuracy start to 
increase. 

The study suggested that deep learning models can predict the survivability of HNSCC with high accuracy. The 
features recovered by CapsNet provide significant information about the input medical images, including traits 
that indicate the presence of malignant tissues. DenseNet121 successfully applies the acquired knowledge from 
CapsNet, which involves feature extraction, to produce predictions in the job of cancer prediction. The differential 
architectures and training procedures of CapsNet and DenseNet121 may result in the acquisition of different parts 
of the input medical images. By integrating the hierarchical representations acquired by CapsNet with the generic 
characteristics acquired by DenseNet121, the model has the potential to attain a more extensive comprehension of 
the input data, which resulted in enhanced cancer prediction performance. In our work we found that the proposed 
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model shows promising results with greatest levels of accuracy as compared with CNN and ResNet50. 
Furthermore, the findings show that confusion matrices can serve as performance metrics for cancer prediction 
using CT scans. Evaluation criteria, such as F1 score, accuracy, sensitivity, specificity, and precision, were used 
to assess the models' efficacy. Comparative examination of the three models—Proposed Model, ResNet50, and 
CNN showed encouraging results, when it came to predicting patients' survival from HNSCC. The assessment 
metrics determined that the proposed model gives the highest accuracy in predicting the survivability of 
the patients. 
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