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ABSTRACT 
In this paper, we deduce some differential subordination and strong differential subordination of subclasses of 

multivalent functions subordination outcomes involving the generalized differential operator we have introduced 

new classes by using subordination and we have obtained coefficient estimates and properties which contains 

Distortion and Growth theorems, radius of starlikeness and radius of convexity, and other related results for 

and  .for certain multivalent analytic functions in the open unit disk. These 

outcomes are applied to obtain differential sandwich theorems. 
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INTRODUCTION 

Let  denoted the class of functions of the form 

,      (1.1) 

For the function  given by (1.1) and  defined by 

 , 

The Hadamard product (or convolution) of  and  is given by 

      (1.2) 

Motivated essentially by M. K. Aouf [6], Shams et al. [3] introduced the operator : → as follows: 

, ∈ ℝ       (1.3) 

Using the above definition relation, it is easy verify that the operator becomes an integral operator 

, for  > 0     (1.4) 

, for = 0, 

and, moreover 

  for   ∈ ℝ 

We mention that the one- parameter family of integral operator  was defined by Salagean [4]. 

DEFINITION (1.1.1): 

Let  be a set in  and  and . The class of admissible functions  consists of 

those functions  that satisfy the admissibility condition: 
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       (1.5) 

Whenever , 

and 

,      (1.6) 

 and 𝑘 ≥ 𝑝. 

THEOREM (1.1.1): 

Let . If 𝑓 ∈ ₯ satisfies 

                         (1.7) 

Then 

. 

PROOF: By using (1.5) 
we get the equivalent relation 

            (1.8) 

       (1.9) 

               (1.10) 

Assume that F(𝑧) = . 

Then  

Therefore 

 

Then we have by (1.8) 

 =  

     (1.11) 

Let 

 

Assume that 

       (1.12) 
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By using (1.8) and (1.9), we obtain 

 =        (1.13) 

Therefore, by making use (1.7), we get 

.            (1.14) 

Also, by using 

 

and by simple calculations, we get 

             (1.15) 

and the admissibility condition for  is equivalent to the admissibility condition for  then, 

. 

Hence, we get 

 ≺ 𝑞(𝑧). 

If we assume that  is a simply connected domain. So, , for some conformal mapping  of  

onto . Assume the class is written as .Therefore, we conclude immediately the following theorem. 

THEOREM (1.1.2): 

Let  If  satisfies 

            (1.16) 

then . 

The next result is an extension of Theorem (1.1.1) to the case where the behavior of  on  is not known. 

COROLLARY (1.1.1): 

Let ,  be univalent in  and . Let  for some , where 

. If 𝑓 ∈  satisfies 

,      (1.17) 

then 

. 

THEOREM (1.1.3): 

Let  and  be univalent in , with  and set  and     . Let 

 satisfy one of the following conditions: 

(1) for some  or 

(2) there exists  such that   for all . 
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If satisfies (1.16), then 

. 

PROOF: 

Case (1): By using Theorem (1.1.1), we get 

. 

Since 𝑞𝜌 ≺ 𝑞(𝑧), 

then we get the result. 

Case (2): 

Assume that . So, 

. 

By using Theorem (1.1.1) with associated 

, where w is any function mapping from  onto , with , we 

obtain 𝐹ρ(𝑧) ≺ 𝑞ρ(𝑧) for . 

By letting , we get 

. 

The next theorem gives the best dominant of the differential subordination (1.13). 

THEOREM (1.1.4): 

Let  be univalent in  and . Suppose that the differential equation 

,              (1.18) 

has a solution  with  and satisfy one of the following conditions: 

(1)  and . 

(2)  is univalent in  and    for some 𝜌 ∈ (0,1). 

(3)  is univalent in  and there exists  such that  , for all . If 

  satisfies (1.16), then  and 𝑞 is the best dominant. 

PROOF: By using theorem (1.12) and theorem (1.13), we get that q is a dominant of (1.16). since q satisfies 
(1.18), it is also a solution of (1.16) and therefore by the help of (1.16) q will be dominant by all dominants of 
(1.16). Hence, q is the best dominant. 

DEFINITION (1.1.2): 

Let  be a set in  and . The class of admissible functions  consists of those functions 

 such that 
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    (1.19) 

whenever . 

COROLLARY (1.1.2): 

Let . If  and satisfies that 

I. , then . 

II. , then  

COROLLARY (1.1.3): 

Let , and Let  be an analytic function in   with  for    . If  

satisfies 

, 

Then 

. 

PROOF: 

From Corollary (1.1.2) by taking  and , 

where . By using Corollary (1.1.2), we need to show that 

, that is, the admissible condition (1.19) is satisfied. We get 

 

 

=  ≥  . 

Hence by Corollary (1.1.3), we get the result. 

DEFINITION (1.1.3): 

Let  be a set in  and  with . The class of admissible functions  consists of those 

functions  that satisfy the admissibility condition: 

,     (1.20) 

whenever  , 

and 

    (1.21) 

  𝑎𝑛𝑑 . 

THEOREM (1.1.4): 

Let and 
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is univalent in , 

Then 

 

implies that 

 

PROOF: 

By (1.13) and , 

we have  . 

From , , we see that the admissibility for  is equivalent to admissibility 

condition for ψ. Hence, and so we have 

. 

The following Theorem is an immediate consequence of Theorem (1.1.5). 

THEOREM (1.1.5): 

Let , ℎ be analytic in  and  .If  and 

  is univalent in , 

then 

                     (1.22) 

implies that 

. 

THEOREM (1.1.7): 

Let  be analytic in  and . Suppose that the differential equation 

, has a solution  

and  is univalent in U , 

then  (1.23) 

implies that 𝑞(𝑧) ≺  and  is the best dominant. 

PROOF: 
The proof of this Theorem is the same of proof Theorem (1.1.4). Theorem (1.1.2) and Theorem (1.1.5), we 
obtained the following Theorem. 

THEOREM (1.1.8): 

Let ℎ1 and 𝑞1 be analytic functions in , ℎ2 be a univalent function in , 𝑞2 ∈ 𝑄0 with  and 

. If ,  and 

 is univalent in , 
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Then 

,                (1.24) 

implies that 

. 

Some Applications of Differential Subordination Involving Hadamard Product 

Let  denoted the class of functions of the form 

  (1.25) 

For the function   given by (1.1) and   defined by 

 

The Hadamard product (or convolution) of 𝑓 𝑎𝑛𝑑 𝑔 is given by 

   (1.26) 

Let 𝐴, B, 𝜎 and 𝜀, 𝛿, 𝜏 be fixed real numbers.  Contained in 

 (𝑝; 𝐴, 𝐵) gives                    (1.27) 

 

Where 

 

, 

 

Hence from above relation, we have been obtain 

                   (1.28) 

This work is due to the [8] and [5]. Where we have used the techniques of differential subordination to obtain 

several interesting properties. A holomorphic function 𝑓 is said to be close-to-convex of order  

if there exists a convex function  and a real 𝛽 such that 

 𝑓𝑜𝑟 . 

THEOREM 1.2.1: 

Let the function . Then 

  

      (1.29) 
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PROOF: we know that 

 

since 

 

But owing to 

 

We obtain 

(2 − 𝜇 + 𝑝)  

Differentiating both sides of above equation we get 

 

COROLLARY 1.2.1: 

Let . and  is convex univalent function. Then is close-

to-convex of order  with respect to . 

PROOF: 

Since 

. We obtain 

  =  

Since 

 

is a convex function, 

 

 

Therefore, by definition of close-to-convex we get the required result. 

THEOREM 1.3 

Let , and 
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, where ℎ1(𝑧), ℎ2(𝑧) are convex univalent in  and if , 

, 

then . 

PROOF: 

Since 

 𝑎𝑛𝑑   

then we have 

 

and, the convolution of convex univalent functions is also the convex univalent function. Now, let 

 = 

 

Then 𝑝(𝑧) is holomorphic function and 𝑝 (0) = 1 𝑖𝑛 . 

By using (1.2), we have 

 

 

 

= 
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Now 

 

 

 

Then we get 𝑝(𝑧) + 𝑝′ (𝑧) =  ≺ℎ1(𝑧) ∗ ℎ2(𝑧) 𝑝(𝑧) ≺   ℎ1(𝑡) ∗ ℎ2(𝑡)𝑑𝑡 ≺ ℎ1(𝑡) ∗ ℎ2(𝑡). 
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