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Abstract -The acquisition of large datasets poses a 

challenge due to issues related to privacy and radiation. 

In the case of medical image datasets, they are highly 

unbalanced, primarily consisting of healthy tissue data, 

while unhealthy data requires classification into different 

categories. Furthermore, the volume of data varies 

significantly between these categories. To enhance the 

accuracy of deep learning algorithms for medical assisted 

diagnosis, it is crucial to address the datasets imbalance 

problem. 

This paper proposes a method to extend the medical 

image datasets by utilizing layered two-stages Generative 

Adversarial Networks. The first stage of this approach 

involves a two-layer GAN generator. The first layer 

generates lung nodules, while the second layer generates 

normal lung images. These generated lung nodules are 

then overlaid on the normal images to produce the 

desired lung images, significantly enhancing the diversity 

of the outputs. The second stage involves utilizing Cycle 

GAN to improve the .exhibits superior data expansion 

capability compared to other methods and enhances the 

quality of synthetic images. 

keywords - Lung ; Image Generation; Two-Stages; Cycle 

GAN; CapsuleGAN. 

INTRODUCTION 

The application of deep learning algorithms in medical 

imaging has garnered significant attention, effectively 

bridging the realms of medicine and computing.  

 

In the context of computer-aided diagnosis, the 

quantity and diversity of the required datasets play a 

crucial role in shaping the final training effect of deep 

learning models. However, concerns around privacy 

and the harmful effects of radiation exposure pose 

substantial challenges to researchers in acquiring a 

large quantity of medical image datasets. Furthermore, 

healthy data often dominate such datasets, leading to 

slow convergence or overfitting of the model
[1][2][3]

. 

This substantial imbalance in the dataset can 

significantly impact the accuracy of deep learning 

algorithms utilized in medical assisted diagnosis. 

Addressing this issue of datasets imbalance is thus 

essential to enhance the performance of deep learning 

algorithms for medical assistance diagnosis
[4][5]

. 

Therefore, the expansion of medical image datasets 

in simulated images using artificial intelligence has 

emerged as a pressing issue in the domain of computer-

aided diagnosis. One potential solution to this 

challenge is the generative adversarial network (GAN) 

conceptualized by Goodfellow et al. GANs, along with 

their variants, have gained widespread acceptance in 

medical image synthesis due to their diverse 

advantages
[6,7]

.  

The paper presents a novel approach for 

synthesizing lung images using a layered two-stages 

generative adversarial network.  
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The primary objective of this method is to balance 

the data volume across various lung diseases, thereby 

enhancing the accuracy of computer-aided medical 

diagnosis methods. 

DATASETS AND PREPROCESSION 

I. Nodule Extraction 

The datasets used in this study are from The First 

Affiliated Hospital of Wenzhou Medical University, 

which comprise over 1,000 CT lung images. The 

labeled datasets encompass participant characteristics, 

exam results, diagnostic procedures, and mortality 

information. 

Notably, the datasets does not provide coordinates 

of nodules within the CT images.  

To address this limitation, the paper proposes an 

enhanced U-Net architecture to extract nodules from 

CT images. This enhancement allows for the 

consideration of images without nodules as normal 

images, thereby balancing the data volume across 

various lung diseases. 

To mitigate overfitting, a batch normalization 

module is incorporated into the network encoder. This 

modification to the improved U-Net design proposes 

the addition of denseNet blocks to the network decoder 

to enhance feature reuse
[8,9]

. The combination of 

denseNet+U-Net architecture offers a compact 

structure that maximizes information flow between 

layers, thereby reducing vanishing gradient and 

overfitting. The denseNet block's structure is illustrated 

in Figure 1 of the paper. 

 

FIGURE 1 THE STRUCTURE OF DENSENET BLOCK. 

The first layer of the dense block takes the feature 

diagrams of all previous layers as input, which shows 

in formula 1. 

     ([              ])            (1) 

  ( )represents nonlinear transformation 

operations such as convolution.  

To address the differences in the sizes of the 

shallow and deep layers during upsampling, transposed 

convolution is employed. This adaptation allows the 

model to better fit the deep layers, enhancing its 

performance. The improved U-Net architecture, along 

with its structure, is illustrated in Figure 2 of the paper. 

 

FIGURE 2  THE STRUCTURE OF IMPROVED U-NET. 
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The CT datasets are separated into nodule datasets 

and normal datasets, see Figure 3. 

 

 
FIGURE 3  THE NODULES & NORMAL IMAGES. 

To assess the effectiveness of this method, the 

paper presents its evaluation on the LUNA16 datasets. 

The LUNA16 datasets is a subset of the publicly 

available lung nodule datasets, LIDC-IDRI (Lung 

Image Database Consortium-Image Database Resource 

Initiative). Each image in the datasets contains nodule 

coordinates obtained from four radiologists, as 

illustrated in Figure 4 of the paper. 

 

FIGURE4 THE NODULE COORDINATES FROM FOUR RADIOLOGISTS. 

TABLE I 

THE COMPARISON OF SEGMENTATION OF DIFFERENT METHODS. 

Method 

Sensitivity 

Number 

of segmented 
nodules 

Accuracy 

CNN+VGG 

Faster RCNN +3DDCNN 

U-Net 
U-Net++ 

This method 

91.32% 

93.54% 

93.2% 
89.7% 

94.3% 

 

15.0 

8.0 
32.5 

12.2 

92.64% 

 

87.3% 
 

96.3% 

The method proposed in this paper outperforms 

other algorithms in terms of accuracy when evaluated 

on the same LUNA16 datasets. While the speed of the 

method is relatively slower compared to U-Net, it 

addresses the missing feature detection issue by 

reusing features in the dense block, resulting in 

improved recognition accuracy.  

 

The CNN+VGG model has a deeper network depth 

but lacks network structure tricks, which leads to lower 

accuracy than the proposed method
[10]

. Additionally, 

the sensitivity of the method proposed in this paper is 

higher than other algorithms. While the number of 

candidate nodules detected by U-Net is lower than that 

of the algorithm proposed in this paper, our method 

exhibits both high sensitivity and accuracy. 

II. Image Generator of Based on W-CapsuleGAN 

The lung nodule images in the study were in low-

resolution grayscale format, which limited the 

performance of the GAN model used for generating 

variations. The nodule data resembled black-and-white 

handwriting images compared to color images like 

CIFAR-10, and as such, color image generators such as 

BigGAN, which performed well on color images, did 

not fare well on the low-resolution gray nodule 

images
[11]

.  
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This issue could have been due to mode collapse in 

GANs or an inappropriate loss function being selected. 

The hinge loss function may not have been suitable for 

the nodule generator. Algorithms such as DCGAN, 

Wasserstein-GAN, and CapsuleNets were more 

suitable for tasks involving handwriting 

recognition
[12,13,14]

.   

To overcome the low classification performance on 

nodule datasets, this paper proposed a W-CapsuleGAN 

model. The model used CapsuleNets instead of a deep 

convolutional network and employed the wasserstein 

distance as the loss function. 

 

FIGURE 5 THE STRUCTURE OF CAPSULEGAN. 

The loss function used by the original Capsule 

GAN is margin. The principle of margin function is 

similar to the Hinge loss function of BigGAN, which 

may not be suitable for gray images. In this case, the 

paper proposes using the Wasserstein distance as the 

loss function. 

The Wasserstein distance is a measure of the Earth 

Mover's distance between two probability distributions. 

It is defined as follows: 

 (     )       ∏(     ) (   )  [||   ||]    (2) 

The experiment was conducted by dividing the 

nodule datasets into a training set and a testing set 

following a 4:1 ratio. This means that 40% of the data 

was used for training the model, while the remaining 

60% was used for testing the model's performance.The 

nodule generation process was executed using a 

method that involved supplementation of 200 examples 

in each category. This means that for each category, 

200 additional examples were added to the training set 

to increase the diversity of the datasets and improve the 

model's ability to generalize to new examples. 

TABLE II 

THE EXPERIMENTAL RESULT OF W-CAPSULEGAN. 

Method 
IS( Inception 

Score) 

FID(Fréchet 
Inception 

Distance) 

BigGAN 

GAN 
DCGAN 

WGAN 
CapsuleNets 

W-CapsuleGAN 

1.6 

5.4 
5.9 

7.2 
7.5 

7.9 

233 

74.2 
84.3 

54.5 
102.1 

30.2 

LAYERED TWO-STAGES GENERATIVE ADVERSARIAL 

NETWORKS 

Direct generation of highly similar lung images is 

primarily due to common features and structures 

shared by these images. Lung images from various 

modalities display basic features like pulmonary 

parenchyma, bronchi, blood vessels, and heart 

structures, which contribute to direct images' high 

similarity. However, practical difficulties in controlling 

these factors result in high similarity of directly 

generated lung images. Furthermore, the diversity and 

similarity of GANs are also influenced by training data 

quantity and diversity. A small/diverse datasets results 

in high similarity, while a large and diverse datasets 

increases diversity. GANs may learn pulmonary 

structures and lesion characteristics with sufficient 

diverse datasets and generate more diverse lung 

images. However, due to original sample scarcity, 

direct generation of lung images often results in high 

similarity and insufficient diversity
[15,16,17]

. 

The generator of lung images typically struggles to 

strike a balance between diversity and similarity. This 

paper proposes a layered two-stages GAN algorithm to 

address both issues. The first stage of the algorithm is 

to train a two layers generator to generate more diverse 

images, while the second stage is to train a Cycle GAN 

enhanced generator to improve image similarity. In the 

first stage, the proposed GAN algorithm uses a single 

generator network that is trained to generate diverse 

lung images. By training the generator to generate a 

diverse set of images, the algorithm can produce a 

wide range of variations in terms of appearance and 

structure.  
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In the second stage, the proposed algorithm uses a 

Cycle GAN enhanced generator network to improve 

the similarity of the generated lung images. The Cycle 

GAN enhances the generator by adding an additional 

discriminator network that evaluates the realism of the 

generated images. This additional discriminator 

network helps to ensure that the generated images are 

not only diverse but also realistic and similar to real 

lung nodules. By combining the outputs of the two 

generator networks in the second stage, the proposed 

Two-Stages GAN algorithm produces lung images that 

are both diverse and similar to real lung nodules.  

This approach can help overcome the limitations of 

traditional GAN models and produce high-quality lung 

image datasets that are suitable for various applications 

such as medical diagnosis, drug development, and 

research
[18]

. 

I. Two Layers GAN Generator 

The first stage is a two layers GAN generator, layer I 

generates lung nodules, and layer II generate normal 

lung images, overlays the generated lung nodules on 

the normal image to generate the specified lung image. 

This approach can significantly increase the diversity 

of generated outputs. 

 

FIGURE 6 THE FIRST STAGE: TWO LAYERS GAN GENERATOR FOR LUNG IMAGES. 

This study segmented images into nodules and 

normal regions, generating independent datasets. The 

datasets were created based on the morphology of lung 

parenchyma and the probability of nodule presence, 

creating a nodule-randomized group datasets. 

Generated nodules groups and generated normal 

images were combined into new synthetic lung images 

and fed into the Cycle GAN. 

50 images were randomly selected for each 

medical condition, from which 100-300 valid nodules 

were extracted, and generated 1000 nodules with the 

highest similarity were selected. In each disease, 200 

real nodules were randomly selected and mixed with 

1000 generated nodules, based on the probability of 

nodule presence, to generate 5000 of nodules groups. 

Similarly, for each disease, 50 normal lung images 

were selected after partitioning. W-CapsuleGAN was 

used to generate 450 synthetic normal images with the 

highest similarity, which were mixed real 50 normal 

lung images together to form 500 normal lung images.  

Diseased lung images were generated by 

overlaying nodule groups onto normal lung images. 

The total number of generated images was 2,500,000 

(500 * 5000 = 2,500,000).1,000,000 synthetic images 

that were farthest from the edge of the lung 

parenchyma were selected as the final output, 

successfully achieving a nearly 100,000-fold increase 

in generation volume. Other methods for lung image 

synthesis typically achieve a maximum multiplication 

factor of less than 1000. 

This method greatly expands the diversity of 

medical image synthesis. The methodology proposed 

in the paper is suitable for the synthesis and 

enhancement of medical datasets with minimal raw 

data. 

II. Cycle GAN Enhancer 

The use of a two layers GAN generator may inevitably 

lead to poor quality of the synthesized images. Next, 

the second stage is to use Cycle GAN to enhance the 

similarity of the synthesized images. 
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FIGURE 7 THE SECOND STAGE:CYCLE GAN ENHANCED GENERATOR. 

To prevent impacting on the diversity of images, 

excluding images used for generation, another 100 

images were randomly selected by this paper. And, 

1,000,000 synthetic images were generated as the 

image set. The experiment demonstrates that cycle 

GAN enhanced synthetic images significantly enhance 

the quality of image generation while maintaining 

diversity. 

TABLE III 

THE EXPERIMENTAL RESULT OF TWO-STAGES GAN. 

Method 
IS( Inception 
Score) 

FID(Fréchet 

Inception 

Distance) 

BigGAN 

GAN 

DCGAN 
WGAN 

Two-Stages GAN 

1.3 

4.7 

6.9 
5.2 

12.1 

418 

202.9 

184.1 
147.7 

2.6 

CONCLUSION 

The Layered Two-Stages Generative Adversarial 

Networks proposed in this paper not only improve the 

quality of medical image synthesis but also greatly 

enhance diversity. The main contribution of the paper 

lies in proposing a Two-Stages approach that remedies 

the deficiency of other methods by separately 

addressing the diversity and similarity. The two layers 

GAN generator can significantly expand the number of 

generated images; the second stage enhances the 

generated results after screening and can effectively 

improve image quality. This method is particularly 

suitable for image datasets with few original samples. 

Experimental results indicate that the method proposed 

in this paper exhibits better data expansion capabilities 

and enhances the quality of synthetic images compared 

to other methods. 
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