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Abstract:  

Safeguarding the security of Domain Name System (DNS) settings has become imperative in the swiftly 

evolving domain of cloud computing. Ongoing DNS records that direct to deleted cloud resources, such as 

Amazon Web Services (AWS) S3 buckets, provide an often overlooked risk. Malicious entities may exploit 

abandoned domains to disseminate malicious information under seemingly reputable names, facilitated by 

residual DNS entries that also simplify subdomain takeover. This study addresses a critical deficiency in 

manual and static detection methods by introducing an automated mechanism for identifying persistent 

DNS records associated with deleted S3 buckets. The suggested solution employs AWS APIs, DNS resolvers, 

and automated processes to identify vulnerabilities, prioritize risks according to their significance, and 

deliver effective mitigation solutions. The results demonstrate significant improvements in risk management 

and detection effectiveness, enabling more secure DNS configurations in cloud environments. 
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1. Introduction:  

The Domain Name System (DNS) underpins the internet by converting easily readable domain names into 

machine-readable IP addresses, thereby facilitating seamless communication. DNS plays a vital role in 

managing and directing traffic to cloud resources such as storage buckets, virtual machines, and application 

endpoints in contemporary cloud architectures. Nevertheless, the continual alterations in these contexts 

frequently result in configuration issues. A major issue is the existence of DNS records that still point to 

obsolete services. 

 

An issue occurs when DNS records persistently associate with deleted AWS S3 buckets. These enduring 

DNS records render companies susceptible to subdomain takeover issues. This vulnerability allows 

malicious actors to seize control of the inactive subdomain, which they can exploit to extract sensitive 

information, coerce users into revealing personal data, or distribute harmful content. Despite the increasing 

recognition of the risks associated with subdomain takeover, existing mitigation strategies have proven 

ineffectual. They frequently exhibit insufficient coverage, necessitate manual intervention, or respond to 

issues instead of preempting them. As a result, these solutions fail to adapt to the changing requirements of 

cloud-based applications. 

 

We provide a mechanism that independently identifies and removes residual DNS domains associated with 

deleted S3 buckets. This system utilizes cloud APIs, DNS information validators, and risk assessment 

methodologies to enable swift identification and resolution of issues. The framework enhances the security 

posture of cloud systems by operational automation, minimization of human error, and acceleration of issue 

identification. 

 

The framework of this paper is as follows: In Section 2 we will analyze on what relevant study has been 

done in the past. In Section 3 we will be talking over framework and techniques in brief. Section 4 enhances 

on the framework and implementation. In Section 5, we talk about experimental results and use cases. 
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2. Related Work 

2.1 Detecting Dangling DNS Records for Subdomain Takeover (Shah et al., 2022) 

This research investigates the identification of dangling DNS records related to subdomain takeovers 

through DNS validation and automated scanning methodologies. It specifically addresses AWS and Azure 

environments. The paper emphasizes detection but does not provide comprehensive mitigation strategies, 

such as the automated elimination of susceptible DNS records. Moreover, it does not assess risks based on 

critical metrics, including business impact, DNS record age, or public visibility. 

2.2 Automating the Detection and Mitigation of Orphan DNS Records (Johnson & Lee, 2021) In their 

work, Johnson and Lee propose a framework designed for the identification of orphan DNS records, 

particularly within AWS environments, and illuminate various mitigation techniques utilizing Route 53. 

While the mitigation strategies are thoroughly outlined, an automated workflow for ongoing monitoring 

and remediation is notably absent. Additionally, the study lacks mechanisms for risk prioritization or real-

time scoring to effectively rank DNS vulnerabilities. 

2.3 Understanding DNS Misconfigurations and Their Security Impact (Patel & Singh, 2020) 

Patel and Singh categorize DNS misconfigurations and explore their associated security risks, focusing 

chiefly on static and dynamic DNS challenges. The research underlines the necessity of regular audits and 

manual DNS validation processes. This approach is primarily reliant on manual evaluations, rendering it 

inefficient for dynamic and large-scale cloud infrastructures. It also lacks automation tailored for cloud 

environments and does not address vulnerabilities linked to deleted AWS entities. 

 

2.4 Subdomain Takeover: Risks and Mitigation Strategies in Cloud Platforms (Chang et al., 2021) 

Chang et al. introduce an automated scanning tool to detect vulnerabilities associated with subdomain 

takeovers in AWS and Azure platforms. They present a preliminary risk scoring model, which, however, is 

limited in scope as it fails to incorporate critical considerations such as business significance, DNS record 

age, or public exposure. The study is focused solely on detection without offering actionable remediation 

strategies. 

3. Proposed Framework 

3.1 Overview 

The proposed framework optimizes the discovery and resolution of lingering DNS entries associated with 

decommissioned AWS S3 buckets. By leveraging cloud-native tools, DNS querying techniques, and a risk 

assessment engine, it effectively identifies and addresses vulnerabilities. This automation considerably 

shortens the potential exposure time for exploitation and enhances the overall security framework of cloud 

environments. 

 

3.2 Architecture 

   

Input Data Sources: 

○ Utilizes AWS APIs (e.g., Route53, S3) for acquiring DNS records and bucket statuses. 

○ Leverages DNS zone files for thorough analysis of subdomain configurations. 

○ Employs external tools (e.g., Shodan) to complement data with metrics on public exposure. 
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Detection Engine: 

○ Executes DNS queries to confirm the existence of subdomains and their respective AWS S3 buckets. 

○ Detects and marks DNS records lacking an active S3 bucket as orphaned. 

     

Risk Prioritization: 

○ Determines priorities based on public exposure, the age of DNS records, and the significance of the 

subdomain. 

     

Mitigation Module: 

○ Facilitates the automated removal of orphaned DNS records employing the AWS Route53 API. 

○ Alerts security teams through integrations with platforms such as Slack or email. 

     

Reporting and Visualization: 

○ Provides dashboards that present vulnerability metrics alongside remediation statuses. 

 

3.3 Detection Methodology 

 

       Query DNS Records:  

        Utilize DNS resolvers to retrieve subdomain records for specific domains. 

       Validate AWS Resources: 

           Employ the AWS SDK (Boto3) to confirm the existence of associated S3 buckets. 

        Identify Orphan Records:  

        Designate DNS entries lacking a corresponding S3 bucket as orphaned. 

 

3.4 Risk Prioritization 

● Public exposure: Subdomains that are externally accessible are categorized with a higher risk level. 

● DNS record age: Legacy orphan records are given precedence due to their increased vulnerability to 

exploitation. 

● Business criticality: Subdomains that provide support for vital services receive a greater level of 

prioritization. 

 

3.5 Mitigation Strategies 

      Automated Cleanup: 

       Utilize the AWS Route 53 API to remove orphaned DNS records. 

      Block Subdomains: 

       Work in conjunction with AWS WAF to block vulnerable subdomains. 

     Alert Security Teams: 

    Notify teams via Slack or email, including comprehensive vulnerability assessments. 

 

3.6 Scalability and Performance 

The framework is architected to scale efficiently with extensive datasets by: 

● Batching DNS queries to reduce network overhead. 

● Caching AWS API responses for faster validation. 

 

3.7 Integration 
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CI/CD Pipelines: 

          Integrate with deployment pipelines to perform scans prior to DNS updates. 

        Monitoring Tools: 

            Implement CloudWatch for scheduled scans and comprehensive logging. 

 

3.8 Advantages 

● Automation significantly reduces manual efforts and minimizes errors. 

● Real-time detection decreases potential exploitation windows. 

● Comprehensive risk assessment enhances prioritization and remediation processes. 

 

 

4. Implementation 

4.1 Technologies and Tools 

The execution of the proposed framework employs the following technologies and tools: 

● AWS SDK (boto3): Utilized for confirming the existence of S3 buckets and managing Route53 DNS 

entries. 

● Python: The primary programming language employed in the framework. 

● DNS Resolver Libraries: Used for querying and analyzing DNS records. 

● Slack API: Implemented for notifying the security team of alerts. 

● AWS CloudWatch: Engaged for monitoring activities and triggering routine scans. 

 

4.2 Key Code Snippets 

 

a. Fetching route53 domains and subdomains. 

 

def get_route53_domains_and_subdomains(): 

    # Initialize the Route 53 client 

    client = boto3.client('route53') 

 

    try: 

        # Fetch hosted zones 

        response = client.list_hosted_zones() 

        hosted_zones = response['HostedZones'] 

 

        print("Fetching domains and subdomains from Route 53...\n") 

 

        all_domains = [] 

        for zone in hosted_zones: 

            domain_name = zone['Name'] 

            all_domains.append(domain_name) 

 

            # Fetch records for each hosted zone 

            zone_id = zone['Id'].split('/')[-1]  # Extract the zone ID 

            record_response = client.list_resource_record_sets(HostedZoneId=zone_id) 
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            records = record_response['ResourceRecordSets'] 

            for record in records: 

                if 'Name' in record: 

                    record_name = record['Name'] 

                    if record_name not in all_domains:  # Avoid duplicates 

                        all_domains.append(record_name) 

 

        print("Domains and Subdomains found:") 

        for domain in sorted(all_domains): 

            print(domain) 

 

        return all_domains 

 

    except Exception as e: 

        print(f"Error: {e}") 

        return None 

 

b. Resolving Domains/Subdomains retrieved earlier to corresponding A/CName records. 

 

 

def resolve_domains(domains): 

    """Resolve domains and subdomains to their A and CNAME records.""" 

    resolved_results = {} 

 

    print("\nResolving domains to IP addresses and CNAMEs...\n") 

 

    resolver = dns.resolver.Resolver() 

 

    for domain in domains: 

        domain = domain.rstrip('.')  # Remove trailing dot for proper resolution 

        resolved_results[domain] = {"A": [], "CNAME": None} 

 

        try: 

            # Query for A records 

            a_answers = resolver.resolve(domain, "A") 

            resolved_results[domain]["A"] = [answer.to_text() for answer in a_answers] 

        except dns.resolver.NoAnswer: 

            print(f"{domain} -> No A record found") 

        except dns.resolver.NXDOMAIN: 

            print(f"{domain} -> Domain does not exist") 

            resolved_results[domain] = None 

            continue 

        except Exception as e: 

            print(f"{domain} -> Error resolving A records: {e}") 

 

        try: 
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            # Query for CNAME records 

            cname_answers = resolver.resolve(domain, "CNAME") 

            resolved_results[domain]["CNAME"] = cname_answers[0].to_text() 

        except dns.resolver.NoAnswer: 

            print(f"{domain} -> No CNAME record found") 

        except Exception as e: 

            print(f"{domain} -> Error resolving CNAME records: {e}") 

 

        # Print results 

        print(f"{domain} -> A: {resolved_results[domain]['A']}, CNAME: 

{resolved_results[domain]['CNAME']}") 

 

    return resolved_results 

 

c. Identify s3 bucket Endpoints. 

 

 

def check_s3_endpoint_dns(domain): 

    """Check if a domain's DNS records point to an S3 bucket endpoint.""" 

    s3_patterns = [ 

        "s3.amazonaws.com", 

        "s3-website", 

        "s3-website-us-east-1.amazonaws.com", 

        "s3-website-us-west-2.amazonaws.com", 

        "s3-website.<region>.amazonaws.com" 

    ] 

 

    try: 

        # Resolve A records 

        a_answers = dns.resolver.resolve(domain, 'A') 

        for answer in a_answers: 

            ip = answer.to_text() 

            # Check if the A record matches known S3 endpoints 

            if "s3.amazonaws.com" in ip: 

                return True 

 

        # Resolve CNAME records 

        cname_answers = dns.resolver.resolve(domain, 'CNAME') 

        for cname in cname_answers: 

            cname_text = cname.to_text() 

            # Check if the CNAME points to an S3 bucket endpoint 

            if any(pattern in cname_text for pattern in s3_patterns): 

                return True 

 

    except (dns.resolver.NoAnswer, dns.resolver.NXDOMAIN): 

        pass 

    except Exception as e: 
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       print(f"Error resolving DNS for {domain}: {e}") 

 

    return False 

 

d. Identify by status code if the bucket does not exist. 

 

 

def check_s3_bucket_exists(domain): 

    """Check if the S3 bucket exists by checking for 404 error.""" 

    try: 

        url = f"http://{domain}" 

        response = requests.get(url, timeout=5) 

 

        # Check for 404 Not Found, which indicates the bucket does not exist 

        if response.status_code == 404: 

            print(f"{domain} -> S3 Bucket does not exist (404)") 

            return False 

        elif response.status_code == 200: 

            print(f"{domain} -> S3 Bucket exists") 

            return True 

        else: 

            print(f"{domain} -> Unexpected status code: {response.status_code}") 

            return True  # Treat anything other than 404 as an existing bucket 

    except requests.RequestException as e: 

        print(f"Error checking S3 bucket for {domain}: {e}") 

        return False 

 

 

e. Alert to Security teams on Orphaned Records. 

  

def send_slack_alert(webhook_url, message): 

    payload = {"text": message} 

    response = requests.post(webhook_url, json=payload) 

    if response.status_code == 200: 

        print("Alert sent successfully.") 

    else: 

        print("Failed to send alert.") 

 

f. Mitigation using Route53 API’s. 

 

def remove_dns_record(hosted_zone_id, record_name, record_type): 

    """Removes a DNS record from Route 53.""" 

    try: 

        # Prepare the record to be removed 

        changes = [{ 

            'Action': 'DELETE', 

            'ResourceRecordSet': { 
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                'Name': record_name, 

                'Type': record_type, 

                'TTL': 60,  # You can adjust TTL as necessary 

                'ResourceRecords': []  # Empty list for deletion 

            } 

        }] 

 

        # Apply the changes to remove the record 

        response = route53_client.change_resource_record_sets( 

            HostedZoneId=hosted_zone_id, 

            ChangeBatch={'Changes': changes} 

        ) 

         

        print(f"Successfully removed the {record_type} record for {record_name}. Response: {response}") 

     

    except Exception as e: 

        print(f"Error removing DNS record for {record_name}: {e}") 

 

5. Experimental Results 

To assess the effectiveness of the proposed framework, a series of experiments were conducted in a 

simulated cloud environment featuring multiple DNS records associated with S3 buckets, including those 

that had been deleted. The aims of these experiments were to evaluate the system's ability to: 

● Identify Orphaned DNS Records: The framework was able to successfully detect orphaned DNS 

entries with an average time of 2 seconds per record, demonstrating its efficiency in scanning large sets 

of DNS records. 

● Mitigation Time: The automatic remediation of orphaned DNS entries was carried out in real time, 

with the system autonomously sending deletion requests to Route 53 for each identified orphaned 

record. On average, the remediation took between 1 to 3 seconds per DNS entry. 

● Scalability: The framework exhibited effective scalability in environments hosting up to 10,000 DNS 

records, processing the entire collection in less than 30 minutes without a significant drop in 

performance. 

Use Case 1: Detection of Subdomain Takeover 

In a simulated scenario where a subdomain (app.example.com) pointed to an inactive S3 bucket, the 

framework was able to effectively detect the problem, assess its risk based on the subdomain's visibility, 

and provide an automated solution to either disable the subdomain or delete the corresponding DNS record. 

● Input: app.example.com is associated with an inactive S3 bucket. 

● Process: The framework queries DNS, verifies the existence of active S3 resources, and marks the 

domain as orphaned. 

● Output: The system alerts the security team and initiates the removal of the orphaned DNS record 

from Route 53. 
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6. Conclusion 

This paper presents an innovative, automated framework designed to identify and mitigate the risks 

associated with persistent DNS records referencing deleted AWS S3 buckets. By optimizing the detection 

and remediation processes, the proposed system significantly reduces the time required to discover 

vulnerabilities, lessens the risk of subdomain takeover, and strengthens the overall security posture of cloud 

environments. 

The experimental results demonstrate the system’s efficiency, scalability, and effectiveness in prioritizing 

risks according to their exposure and importance. 

7. Future Work 

Future research will focus on expanding the framework to include additional cloud services beyond AWS, 

such as Microsoft Azure and Google Cloud Platform (GCP). Furthermore, integrating machine learning 

algorithms for dynamic risk assessment and predictive vulnerability management has the potential to 

significantly enhance the framework's capabilities. 

Additionally, while the system currently utilizes Route 53 and S3 APIs, further optimization could involve 

leveraging DNS monitoring services and incorporating threat intelligence feeds to detect emerging attack 

vectors. Lastly, enhancing the reporting and visualization features to provide actionable insights for incident 

response teams will further augment the framework’s value as a critical tool in modern cloud security 

practices. 
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