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Abstract

Photovoltaic (PV) systems generate solar power worldwide. Solar power sources are unpredictable by
nature because the output power of PV systems is alternating and heavily dependent on environmental
conditions. Among these are wind speed, humidity, PV surface temperature, and irradiance. Planning
ahead is essential for solar power generation due to the unpredictable nature of photovoltaic systems,
much as forecasting solar electricity is necessary for the electric grid. The irradiance has a significant
impact on solar power generation, making weather forecasting challenging and complex. There is
discussion of how different environmental factors affect a photovoltaic system's output. In order to
overcome the difficulties caused by the variability of solar radiation, this research explores the
application of deep learning for photovoltaic (PV) power output prediction. The confusion matrix and
ROC AUC results reveal that the proposed deep learning model predicted accurately the power output.

1. Introduction

Photovoltaic (PV) power generation is at the forefront of sustainable development due to the growing
significance of renewable energy sources in mitigating climate change and guaranteeing energy security
[1]. Solar power, when used with photovoltaic systems, is a clean, abundant energy source that has
experienced significant growth and technological advancement [2]. The intrinsic fluctuations and
sporadic nature of solar radiation present notable obstacles to the assimilation of photovoltaic power
into the power system [3]. Precise forecasts of photovoltaic power output are essential for maximizing
energy distribution system efficiency, strengthening grid stability, and optimizing energy management
[4]. Because deep learning can extract intricate patterns from vast datasets, it has become a strong and
adaptable technique for modeling and forecasting PV power output in this context [5]. Deep learning is
a branch of machine learning that uses multi-layered artificial neural networks to automatically extract
and change features from unprocessed data [6]. Because of this ability, deep learning is especially well-
suited to managing the stochastic and nonlinear aspects of solar power generation, which are influenced
by a variety of variables like the weather, one's location, and the time of day [7,8]. Deep learning models
can capture complex interactions and dependencies within the data, which leads to more accurate and
dependable forecasts than standard forecasting techniques, which frequently rely on handmade features
and linear assumptions [9]. This study intends to increase renewable energy forecasting and aid in the
shift to a more resilient and sustainable energy grid by utilizing deep learning for PV power production
estimates and implement a variation of the irradiance for testing purposes. Researchers looking to
maximize solar energy use and more successfully incorporate renewable resources into the power grid
may find great value in the discoveries and approaches discussed here.

2. Methodology

The ANN approach, which is motivated by the way a neuron functions biologically, is used in this study
to forecast the output power of a PV module[10]. In the same manner that a neuron in the human brain
processes signals, a neural network processes the information (inputs and outputs) of a dynamical
system, the mathematical modelling of which is a challenging undertaking. Its appeal is that it eliminates
the need for extensive knowledge of the dynamical system, as obtaining data for that system is a
laborious and intricate procedure.[11].
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The function of neurons is necessary for the operation of ANNSs. The training algorithm presented in
figure 1 was developed in Python. Measurements of Voltage and Currents were taken from the PV and

process through this algorithm
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Figure 1: Training algorithm

3. Mathematical modelling of a PV
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Numerous authors have successfully developed a number of PV models. In actuality, two models—the
one with one diode and the one with two diodes—are the most often used(Tsioumpri 2020). The most
common diode model is this one. Its electrical model is shown in Figure 9. The power output of the PV
generator is calculated using:
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Figure 2: Electrical model

The combination of the saturation currents of the diodes and the inclusion of a single idealistic factor n
serve as the inspiration for the idea of a diode model. It has been confirmed in recent years that the
single-diode model can successfully adapt to some extent to experimental data[12]. This model's
representation can be expressed as given in equation (2.1).

In the described equation there is 5 main parameters to determine the photocurrent Iy, . saturation

current I, series and parallel resistance Rg,, and R coeffient of ideality n

Oom!

pm

p p p
The double diode model significantly increases the PV system's accuracy, but it requires more
complicated parameter calculations(Huang and Kuo 2019). Regarding the single-diode model, it is
much easier to use and is the most commonly used in literature(da Silva and Meneses 2023).
A PV system is made up by a set of cells mounted in parallel and series, which are described by the
following equation:
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3.1 Relationship between the conditions of operation and the PV

The known and unknown parameters of the photovoltaic system model vary depending on the actual
operating circumstances (light intensity and temperature), to which photovoltaic panels are most often
subjected [13]. Therefore, it is essential to understand the relationships between the PV system's
parameters and operating circumstances, particularly light intensity and temperature [14]. As a result,
the extraction of parameters is dependent upon the meteorological conditions under which PV
operations [15]. Figure 3 illustrates the relationship between the parameters and the PV
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Figure 3: Relationship between the parameters and the PV

3.2 Standards conditions

The equation 1 can be reduced to:

m

The following equations can be established, respectively, based on the assessment of the currents at
specific short circuit points:
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3.2.1 Under real conditions
- - / - - - -
Short circuit current (Im p)sc,ref is linked with and the photocurrent (Iphm/p)ref through the following

equation:
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Numerous values of n that are based on empirical analyses can be found in the literature. Other authors

use the following relationship to determine the idealistic factor in test standards [16].
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3.3 Characteristics of a PV module

These characteristics vary as a function of temperature, and irradiation leading to variation of curves (-
V) and (P-V) as a function of temperature and irradiation, as illustrated in Figure 4 which are the 1-V
Characteristics.
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Figure 4: 1-V Characteristics

4. Simulation results

In this section, we present the result obtained from two scenarios. The first scenario considers a steady
irradiance of 1000 while the second one used a variable irradiance of 0 to 1000. The table 1 provides
the details of the Parameters that were used in the model.

Table 1: Details of the Parameters

Parameters Values

Number of epochs 1000

Metrics Mean Square Error
Activation Function Sigmoid

Input size 2

Output size 1

Hidden layer 4

Learning rate 0.1

4.1 Linear regression

The Figure 1 shows the algorithm computed in Python to develop the neural network. It is a
backpropagation algorithm that compare the actual and the predicted values of the PV power

4.2 Scenario 1

The regression was used to demonstrate how much the predicted PV output matched with the actual
value. In Figure 5 and 6 show respectively the Linear regression with steady irradiance and Power
prediction case 1. It can be seen that the Predicted dots are closer to the ideal fit which means that the
proposed neural network carried out perfectly the prediction purposes.
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Figure 5: Linear regression with steady irradiance
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Figure 6: Power prediction case 1
4.3 Scenario 2

In the second scenario, the irradiance was varied randomly from 500 to 1000. The same neural network
model was used to predict the ideal output. In Figure 7 and 8 the Linear regression with varying
irradiance Power prediction case 2 were presented. From the range of 100 to 300 it can be seen that the
predicted value is close to the values of the actual power output.

In the process of the algorithm, the proposed model ran 1000 epochs and then printed 20 random epochs
to analyse the gap between the Predicted and the actual results.

Copyrights @ Roman Science Publications Ins. Vol. 6 No.4, December, 2024
International Journal of Applied Engineering & Technology

31



[SSN: 2633-4828

\Vol. 6 No.4, December, 2024

International Journal of Applied Engineering & Technology

Actaal v3 Fredcted Power Output

- Mealft

ted Power Owutpat

Prodic

) ",‘/
. ¥
¥
',.{
AT
_s.” '
o
25

Figure 7: Linear regression with varying irradiance
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Figure 8: Power prediction case 2

4.4 Performance analysis
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Interpreting the ROC AUC and confusion matrix findings can provide a thorough understanding of a
classification model's performance. The model's capacity to discriminate between classes is measured
by the ROC AUC (Receiver Operating Characteristic - Area Under the Curve).

, in this study those metrics were used for a regression model. Figure 9 and 10 presents respectively the
ROC AUC performance case 1 and case 2 performance metrics evaluation in the first and second
scenario. Looking at the ROC in both cases the model obtained a value between 0.9 and 1 in all the

three classes which means that the regression model work as expected.
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Figure 10: ROC AUC performance case 2

Conversely, the confusion matrix offers a comprehensive understanding of the model's predictions.
True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives (FN) are its four
constituent parts. The Figure shows respectively the Confusion Matrix in Scenario 1 and 2. The
diagonal represents the number of true positives which are the scenario that predicted accurately the
power output. So in most three classes, there no predictions errors that exceeds 9, it is between 0 and 5
while there is a high number of correct predictions almost 276.
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Figure 12 : Confusion Matrix in Scenario 2

5. Conclusion

In this research, a machine learning-based approach was presented for the analysis of solar power

generation. In order to calculate the power generated with a fixed irradiance of 1000 and a variable one
of 200 to 1000, it uses environmental data.

Above all, our approach exceeded expectations by providing significant findings that contributed to the
comprehension of solar power analysis. The confusion matrix obtained a high rate of true positive
scenarios almost 80% among all the predictions. And a ROC AUC close to 1 in all the two scenarios.
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