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Abstract 

In the context of changing trends in network technology, traffic classification has become more crucial, particularly 

in Software-Defined Networks (SDN). Port-based and deep packet inspection rely on knowing what ports the traffic is 

coming in on or where the traffic is headed respectively and thus both fail when dealing with encrypted traffic and 

non-standard ports. This work focuses on the advanced traffic classification based on the UNB ISCX Network Traffic 

Dataset and machine learning techniques. For analysis, Random Forest, Support Vector Machine (SVM), and Logistic 

Regression were used with Recursive Feature Elimination and Cross-Validation (RFECV) for selecting the features. 

Random Forest model with the accuracy of 97% proves the results of our study. This study found that precision, recall, 

and F1-score measurements for class 1 were 49 % higher than the other models with better classification ability by 

class. Surprisingly, the SVM model also produced reliable results with over 95% accuracy, good for managing 

imbalanced classes. The results show that using Custom Model to classify images has the highest accuracy of 94% 

while using Logistic Regression has slightly lower accuracy with 92%. The findings reaffirm the philosophies of feature 

extraction, and the trade-off between model complexity and predictive ability. This study proves the effectiveness of 

Random Forest for traffic classification and offers guidance for tackling overfitting and underfitting problems.  

 

Index Terms— Feature Selection, Machine Learning, Network Traffic Classification, Software-Defined Networks 

(SDNs). 

I. INTRODUCTION 

 he process of installation and configuration of the network elements is a very critical activities that need to be 

conducted by professionals. Thus, while working with the nodes that are interconnected and influence each other in 

various manners, the system approach is to apply the simulation. Still, the current programming interfaces of most of 

the networking equipment take time to enable one to achieve this [1]. Also, facing and managing large and complex 

networks with multiple vendors and technologies is getting expensive for the service provider who is always 

constrained with resources on the one hand and escalating real estate costs on the other. Hence, there is a need to 

establish a new paradigm in network management and provisioning across multiple domains [2].  

 That is Software-Defined Networking (SDN), where network devices such as switches and routers implement a 

technique that disaggregates both control and data planes[3], [4]. The control layer and data layer in conventional 

networks are fused, which creates problems in the management and scalability of the network [5]. In an SDN design, 
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the network consists of a central controller, which is interconnected with switches/routers through a specific protocol 

such as OpenFlow [1].  

 SDN provides better network capabilities in terms of size and dimensionality. The last advantage of a centralized 

network is that many network administrators can handle, modify, and optimize the network by using a centralized 

controller. Also, with SDN, it is possible to create new network overlays that can fully support applications or traffic 

classes. SDN architecture is made up of the data layer, control layer, and application layer, as illustrated in Figure 1 

below [6], [7]. 

 
Fig. 1. SDN Architecture: The above diagram outlines the SDN architecture; hence, it demonstrates the functional 

separation of the data plane, control plane, and application plane. Network applications are implemented in the control 

plane and communicate with the central controller via APIs (Application 1, Application 2, Application 3). Through 

switches and routers, namely Switch 1, Switch 2, Router 1, and Router 2, the controller is employed in the data layer 

by controlling the network devices by the OpenFlow protocol in a manner that offers scalability, flexibility, and 

centralized control. 

 

Traffic classification is a critical component of several network activities, including traffic monitoring, use of 

resources, and other service discriminations that involve traffic shaping and traffic policing, among others [8]. Other 

traditional techniques, like the port-based approach of network traffic classification, involve the identification of an 

application by looking at the header of the packet. However, it is an unsuitable technique since current applications 

may use specific, or even random, port numbers or select them as dynamic ones, which leads to the augmentation of 

the classifier’s false-negative rate. Further, in some cases, unauthorized applications might mimic standard ports, and 

due to the lack of ability to filter out such ports, the number of false positive results increases, and perfect IDS cannot 

detect such applications. Notably, it becomes impossible to identify the actual port numbers while dealing with 

encrypted information [9].  

 DPI was invented to overcome the shortcomings related to the port-based methodology. DPI looks at the payload of 

the packet/rather than towards the header information [10]. While this identification is noted to be accurate, it has areas 

of weakness. First, it is time-consuming as well as could need multiple access to the content of the packet. Second, 

with this method, examining an encrypted packet is practically feasible. 

The further enhancement of traffic classification using machine learning and in conjunction with SDN exhibits 

significant potential. Port-based and deep packet inspections have proven themselves to be ineffective when it comes 

to encrypted traffic and the use of dynamic ports. When using machine learning approaches significantly forward and 

sequential feature selection then the efficiency of traffic classification can constantly be improved. They make it easier 

to isolate the most useful features so that more of them can be used without overburdening the computer and increasing 

the rate of detection. This research will seek to analyze how Machine learning and SDN can be combined to come up 

with a robust framework for traffic classification with a view of addressing existing drawbacks with the aim of enabling 

better security and efficiency in network control. 

 

In this work, feature elimination using RFECV and cross-validation have resulted in much-improved performance of 

the model. Therefore, this gives better and more reliable results compared to before. Since the classes were imbalanced, 
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the work has focused on optimizing precision, recall, and F1-score, which was rarely touched upon earlier. It also 

effectively tackled the overfitting and underfitting issues, especially regarding the Random Forest and SVM models, 

underlining their robustness for any type of traffic environment. This also widens the scope of traffic classification by 

including image classification to improve the analysis of multimedia network traffic. 

 

II. RELATED WORK 

The traditional methodologies for traffic classification relied on the use of port numbers and deep packet inspection. 

The modern application development commonly uses dynamic ports, which reduces the effectiveness of port-based 

classification. DPI performs application identification by finding specific patterns, usually through regular expressions. 

The rapid growth of applications presents significant challenges for pattern-based classification, such as the need for 

continuous updates of patterns in a wide range of applications. The encrypted traffic cannot be classified by DPI 

mechanisms, which further diminishes their effectiveness.  

A.  ML-Driven Network Optimization 

The architecture for traffic classification designed for enterprise networks consists of four independent classifier 

modules: static, identity, payload, and statistical. The effectiveness of the above architecture is tested based on the 

response time of the devices [11]. The work in [12] provides an extensive review on both the supervised learning 

techniques, which include decision trees, Naive Bayes, and Support Vector Machines, and unsupervised learning 

techniques, including K-means, DBSCAN, and Auto class. In reference [13], a framework is proposed, dedicated to 

traffic classification for the context of SDN. The source in [14] classifies the traffic based on a clustering approach. 

The classification method considers an enterprise network that has been set up using SDN technology, as discussed in 

reference[15]. A campus network scenario is also implemented on the SDN platform in source [16] to enable traffic 

classification. 

In [17], different applications are classified using machine learning techniques. Ground truth data is collected by a 

crowdsourcing mechanism. Policy management is provided on a centralized SDN platform and the joint optimization 

of resource use in network management is proposed in [18]. AI-based techniques introduce handling spatiotemporal 

traffic variation within the network. The work in [19] proposes an architecture that embeds AI within SDN to predict 

controller performance. Used variables include round trip time, throughput, and flow table content. A graph depicts 

the mean square error between the real performance of SDN and the predicted performance of SDN. Within enterprise 

networking environments, the integration of machine learning with Software-Defined Network architecture is used for 

the purpose of traffic classification, with evidence suggesting that supervised learning approaches achieve greater 

accuracy [20]. The classification algorithms implemented in spam filtering to mitigate cybersecurity threats consist of 

K-Nearest Neighbors (K-NN), decision tree classification, and Random Forest classification. 

 

The paper focuses on the study of TC in an SDN/cloud environment using SL. It applied four algorithms: SVM, NB, 

RF, and J48, also known as C4.5, onto two feature sets: collected features and default Netmate-generated features. 

Performance accuracy results from collected features showed the following: 79.49% for SVM, 82.05% for NB, 97.44% 

for RF, and 82.05% for J48. Generated features showed 85.29% for SVM, 84.87% for NB, 95.8% for RF, and 92.86% 

for J48[21]. The otherwork by [22]contributes to enhancing TC performance by proposing the Boruta feature selection 

mechanism, three streaming-based methods for SDN traffic classification: Hoeffding Adaptive Trees, Adaptive 

Random Forest, and KNN-ADWIN. These handle concept drift and reduce both memory and time overhead in the 

SDN control plane. In that respect, the Boruta FS technique obtained the highest average accuracy of about 95%, with 

average precision, recall, and f-score of around 87%. It represents the performance of the SL techniques that managed 

to keep an average accuracy of up to 85% with a kappa of 78%, and 62-88% precision, recall, and f-score rates. HAT 

outperformed ARF and KNN-ADWIN regarding time and memory usage at 15s and 105KB, respectively. 

 

The work by [23] presents a study on comparing different types of ILAs to enhance the performance of TC in SDN. 

Four different ILAs are proposed, namely: Self-Adjusting Memory with k-Nearest Neighbor Classifier (SAMKNNC), 
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Very Fast Decision Rules Classifier (VFDRC), Extremely Fast Decision Tree Classifier (EFDTC), and Streaming 

Random Patches Ensemble Classifier (SRPC), and are validated on various real and synthetic datasets. It is proposed 

that the experimental results on applying the presented techniques in SDN for traffic classification outperform others 

in finding drift efficiently, being less memory and time-consuming. 

Among them, this work [24] is unique in that it reviews several machine learning models applied for network packet 

classification based on DSCP. Its investigation ensued on the Support Vector Machine, K-Nearest Neighbors, Decision 

Tree, Random Forest, Logistic Regression, and ensemble methods like XGBoost and AdaBoost. According to the 

performance evaluation with more detail, AdaBoost has the best performance with an accuracy of 89.91%, which 

means that it had the best adaptability to changes in network conditions, which in turn was quite effective at performing 

classifications. Then comes the Random Forest model, with an accuracy of 89.41%, quite robust for DSCP 

classification in network environments. It therefore follows that advanced machine learning techniques can greatly 

improve traffic management, packet prioritization, and security in complex and dynamic network settings. 

B. Machine learning in networking 

Machine learning algorithms have found widespread application in intrusion detection, optimized spectrum use, 

enhancement of power efficiency, and management of network traffic. Data plays a key role in making decisions using 

machine learning, instead of predefined conditions within the algorithm. Generally, three types of ML algorithms are 

found: supervised, unsupervised, and reinforcement learning. Supervised learning needs the use of labelled datasets 

for various tasks, including classification and regression; conversely, unsupervised learning is primarily concerned 

with the categorization of unlabelled data into distinct groups. In the context of reinforcement learning, an agent 

engages with its surroundings and gets knowledge to perform actions aimed at perfecting rewards. Furthermore, semi-

supervised learning algorithms have been employed for traffic classification, contingent upon the requirements 

associated with Quality of Service (QoS) parameters, as showed in [25].  

In Software-Defined Networking (SDN), the controller handles routing traffic by changing flow tables. The controller 

makes decisions such as sending, dropping, or blocking traffic by referencing flow table rules. Machine learning 

algorithms are employed at the controller level to optimize routing paths.  

Security is another domain where ML plays a particularly important role. A survey presented in [26] discusses traffic 

profiling, device identification, and security mechanisms for IoT devices using ML algorithms. In [27], the challenges 

of providing security in IoT networks are further elaborated.  

Supervised learning algorithms generate knowledge from previously identified classes of network flows to classify 

new instances of network flow. This process proves the relationship between input and output. The learning process 

consists of two major steps: training and testing. During the training process, a classification model is built by analysing 

a training dataset. Real-time data, captured as 'pcap' files using the 'tcpdump' networking tool, are labelled and used 

for training purposes. In the testing process, the classification of new instances is carried out using the model developed 

in the training process. Next, the active network traffic will be associated with the corresponding output category of 

the traffic by using the supervised learning algorithm.  

Several challenges arise in network traffic classification: labelled datasets acquisition, which can be performed using 

a part of the data for training, such as 80%, and the remaining percentage, 20%, for testing. The handling of newly 

generated network traffic that cannot fit into known classes. A third challenge pertains to performing real-time traffic 

classification in online operations. The data employed to train the ML algorithm includes parameters like source and 

destination IP addresses, port numbers, protocol information, header length, packet count in forward and backward 

directions, packet size, inter-arrival time, duration, and status indicators like active or idle state, PUSH, and URG 

counts. In reinforcement learning, the major entities are agents, states (S), and actions (A). The agent learns the best 

action by interacting with the environment to maximize rewards. In the context of SDN, the controller functions as an 

agent. 
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C. Feature Engineering  

Recursive Feature Elimination or RFE is often used as a wrapper method, employed on its own or in conjunction with 

other methods, to reduce the subset dimension in several studies. For example, Megantara et al. integrated RFE coupled 

with Gini importance to discover the key features in Multiclass attacks in NSL-KDD. RFE has been used in another 

study [28] to find the four best features to predict attacks in the CICIDS2017 dataset by tweaking the values of the F 

statistic until it reaches the best number of features, which resulted to 89% accuracy on a Multi-layer Perceptron 

classifier. Likewise, Sharma et al. [29] employed RFE for finding the selective features for multi-class attack 

identification on the KDD CUP99 dataset and evaluated these features with the aids of various models like decision 

trees and SVM and found out that the result was quite satisfactory. Tonni et al. [30] also used RFE in the dataset 

identified as CSE-CIC-IDS-2018 but found features of set and checked the model that uses a Random Forest. In the 

two most recent studies[31], RFE was applied to CSE-CIC-IDS2018 dataset for feature selection. Ren et al have 

eliminated up to 80 percent of the features in the dataset in their study [31] before they applied deep reinforcement 

learning for the detection of anomalous activities. 

 

III. PROPOSED METHODOLOGY 

A. Problem Formulation  

The issue at discussion relates to traffic classification on a SDN based network with the help of several machine 

learning algorithms. The first aim is the classification of packets into distinct categories; some of which include CHAT, 

FILE, STREAMING, VIDEO, AUDIO and MAIL services. The dataset employed in this classification exercise is 

extracted from the UNB ISCX Network Traffic Dataset which has unique features particularly forward network traffic. 

These features include Mean, variance and quartiles of the packet length, Packet inter-arrival time, Packets per second 

and Bytes per second.  To address this problem, three machine learning models were employed: Such algorithms as 

Random Forest, Support Vector Machine (SVM), and Logistic Regression. The approach entails using RFECV in the 

feature elimination process to enhance efficiency and coupling with the model. All the models were assessed in terms 

of accuracy, precision, recall as well as F1-score for each model. Furthermore, the effects of number of features on the 

model's performance were studied to detect problems like over-fitting and to choose the number of features for each 

model.  

 
Fig 1: Proposed Methodology 

B. Dataset  

This dataset is based on the "UNB ISCX Network Traffic Dataset." It aims at traffic classification in a Software-

Defined Networking architecture. Network traffic that will be produced within an SDN architecture comprises a dataset 

to be used in the classification of a wide variety of applications and protocols. The data can be collected from several 

applications, such as chat, file transfer, streaming, video, audio, and mail services. 
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Features:  

This dataset involves multiple attributes that describe various aspects of network traffic, considering primarily the 

forward direction-from sender to receiver. 

 

Table 2: Dataset feature Matric with description 

Metric Description 

forward_pl_mean The mean of the packet length in the forward direction. 

forward_piat_mean The mean of the packet inter-arrival time in the forward direction. 

forward_pps_mean The mean of the packets per second in the forward direction. 

forward_bps_mean The mean of the bytes per second in the forward direction. 

forward_pl_var The variance of the packet length in the forward direction. 

forward_piat_var The variance of the packet inter-arrival time in the forward direction. 

forward_pps_var The variance of the packets per second in the forward direction. 

forward_bps_var The variance of the bytes per second in the forward direction. 

forward_pl_q1 The first quartile (25th percentile) of the packet length in the forward direction. 

forward_pl_q3 The third quartile (75th percentile) of the packet length in the forward direction. 

 

It includes the average and variance of packet length, inter-arrival times of packets, packet throughput per second, and 

byte transmission rate per second. All these metrics are about forward network traffic. The first and third quartiles with 

respect to packet length are also provided. These features will be useful and crucial for analyzing and understanding 

network traffic behavior in the forward direction.  

C. Random Forest with RFECV 

Random Forest is a type of ensemble learning approach that builds multiple decision trees, then combines the outcomes 

to obtain more correct and robust prediction[32].   

Inputs: 

• M -Real-time flow instances 

Output: 

• Predicted network traffic class c  

Steps: 

1. Bootstrap Sampling: 

• Create B bootstrap samples from the original dataset. 

• Each sample is created by randomly selecting instances with replacement. 

2. Decision Tree Construction: 

• For each bootstrap sample b, construct a decision tree T_b using a random subset of features F_b. 

• At each node, select the best split based on a criterion like Gini impurity or entropy. 

3. Prediction from Each Tree: 

• For each tree T_b, predict the class c_b for the flow instance M. 

4. Majority Voting: 

• Aggregate the predictions c_b from all trees. 

• The final predicted class c is determined by majority voting: 

[c = \text{mode}(c_1, c_2, \dots, c_B\].             (1) 

A. Support Vector Machine (SVM) with RFECV 

SVM is a kind of supervised machine learning algorithm which can be used for classification and regression analysis 

and it aims at finding the best hyperplane that can best classify the different classes in the feature space. It is very useful 

for high-dimensional spaces and for those wherein I cannot linearly separate data using kernels. 
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Inputs: 

• M – Real-time flow instances 

Output: 

• Predicted network traffic class c  

Steps: 

1. Feature Ranking using RFE: 

• Apply Recursive Feature Elimination (RFE) by fitting the SVM model and recursively removing the least 

important features based on the model’s coefficients. 

• The ranking criterion is based on the magnitude of the SVM weights w. 

2. Cross-Validation: 

• Perform cross-validation to evaluate the performance of the model using different subsets of features. 

• Select the optimal number of features that maximizes the cross-validation score. 

3. Optimal Feature Selection: 

• Identify the subset of features F^* that gives the best cross-validation performance. 

4. Model Training: 

• Train the SVM model using the selected optimal features F^*. 

• The decision function of SVM is given by: 

 

f(M) = w \cdot M + b.         (2) 

 

• Where w is the weight vector, and b is the bias term. 

5. Prediction: 

• The predicted class c is obtained by: 

c = \text{sign}(f(M)           (3) 

A. Logistic Regression with RFECV 

1) Logistic Regression Model 

 

Table 3: Logistic Regression Model Classification report 

 

Class Precision Recall F1-

Score 

Support 

0 1.00 0.67 0.80 3 

1 0.96 0.90 0.93 128 

2 0.86 0.98 0.91 163 

3 0.99 0.99 0.99 136 

4 0.89 1.00 0.94 85 

5 1.00 0.98 0.99 66 

6 0.84 0.82 0.83 78 

7 0.95 0.98 0.96 41 

8 0.95 0.93 0.94 42 

9 0.85 0.92 0.89 142 

10 1.00 0.97 0.98 95 

11 0.91 0.86 0.89 86 

12 0.99 1.00 0.99 239 

13 0.76 0.88 0.81 50 

14 0.99 0.99 0.99 92 

15 0.84 0.98 0.90 43 
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16 0.56 0.26 0.36 69 

17 1.00 0.98 0.99 148 

18 1.00 0.98 0.99 90 

 

Logistic Regression tends to perform well in most categories, which has reached a weighted average precision of 0.92 

and a recall of 0.93. This model reaches a macro average F1-score of 0.90, meaning a generally good balance between 

precision and recall. However, there is variation in precision and recall for some categories in this model; certain cases 

reveal lower scores in both precision and recall for classes. 

 

2) Random Forest Model 

 
Table 4: Random forest classifier classification report 

 

Class Precision Recall F1-

Score 

Support 

0 1.00 1.00 1.00 3 

1 1.00 0.98 0.99 128 

2 0.99 0.99 0.99 163 

3 0.99 1.00 1.00 136 

4 0.99 1.00 0.99 85 

5 0.97 1.00 0.99 66 

6 0.89 0.91 0.90 78 

7 0.91 1.00 0.95 41 

8 0.98 1.00 0.99 42 

9 0.91 0.94 0.92 142 

10 1.00 0.98 0.99 95 

11 0.99 1.00 0.99 86 

12 1.00 0.99 1.00 239 

13 0.90 0.94 0.92 50 

14 0.99 1.00 0.99 92 

15 1.00 0.98 0.99 43 

16 0.92 0.78 0.84 69 

17 1.00 0.99 1.00 148 

18 1.00 0.98 0.99 90 

 

 

The Random Forest model provides the best classification performance with the overall highest accuracy of 97.49%. 

It exhibits very high performance with a macro average F1-score of 0.97 and sustains very high precision and recall 

values for most classes. This model handles class imbalances well and can perform very well in distinguishing among 

different classes with very small variances in metrics. 

 

3) Support Vector Machine (SVM) Model 

 

Table 5: SVM Model Classification report 

Class Precision Recall F1-Score Support 

0 1.00 1.00 1.00 3 

1 0.98 1.00 0.99 128 

2 0.98 1.00 0.99 163 
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3 0.99 1.00 1.00 136 

4 0.92 1.00 0.96 85 

5 1.00 1.00 1.00 66 

6 0.87 0.85 0.86 78 

7 0.98 0.98 0.98 41 

8 0.95 1.00 0.98 42 

9 0.91 0.95 0.93 142 

10 1.00 0.98 0.99 95 

11 0.92 0.90 0.91 86 

12 1.00 1.00 1.00 239 

13 0.79 0.90 0.84 50 

14 1.00 0.99 0.99 92 

15 0.93 0.95 0.94 43 

16 0.69 0.49 0.58 69 

17 1.00 0.98 0.99 148 

18 1.00 0.98 0.99 90 

 

The SVM model provides high accuracy (95.55%) and performs well across most metrics. It delivers a macro average 

F1-score of 0.94 and maintains strong precision and recall values, especially for classes with fewer instances. Despite 

some variability in recall and precision for specific classes, it remains a reliable choice for classification tasks, with an 

overall balanced performance. 

 

4) Comparison Table 

 

Table 6: Comparison of each Model results 

Metric Logistic Regression Random Forest SVM 

Accuracy 0.9287 0.9749 0.9555 

Macro Avg Precision 0.91 0.97 0.94 

Macro Avg Recall 0.90 0.97 0.94 

Macro Avg F1-Score 0.90 0.97 0.94 

Weighted Avg Precision 0.92 0.98 0.95 

Weighted Avg Recall 0.93 0.97 0.96 

 

Comparison On the other hand, the Random Forest model performed better in overall accuracy and most metrics that 

include macro and weighted average precision and recall compared to Logistic Regression and the SVM models. The 

SVM model shows competitive results with high F1-scores while the Logistic Regression model results in generally 

good metrics but somewhat lower than the other models. 

B. Logistic regression 

The train vs test accuracy curve first, with an increase in the number of features, both training and testing accuracy are 

seen to improve slightly. This trend suggests that extra features bring information that is useful in learning, thereby 

helping boost the outcome of the model. However, if the problem has become complicated or has reached a certain 

stage, it undergoes a transition. But while the training accuracy just keeps getting better, the testing accuracy might 

stagnate, or worse, decline. This behavior implies an instance of overfitting where the model is overoptimized for the 

training data and hence performs poorly on other datasets. The best number of features is where the testing accuracy is 

most, and it is the best number of features. This ‘sweet spot” essentially refers to a scenario where the complexity of 

the model is optimally balanced with its ability to handle new data inputs. Interpretation in the Context of Traffic 
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Classification This pattern can be seen when it comes to traffic classification and clearly outlines the role of feature 

relevance.  

 

Fig 3: Logistic regression 

 
The graph below shows the outline of the ability (accuracy) of a logistic regression model as the number of features 

selected are enhanced. At first, the accuracy increases steeply with the increase of informative features because the 

bigger the set of features that are used in the classification, the more entropy can be gained in each node, and the more 

complex the decision tree that is built by the algorithm. Nonetheless, from a certain point, the indicators start fluctuating 

or even slightly decline, which might signal overfitting. This implies that there are an ideal number of features that 

define the model's complexity while enhancing its generalization capability.  

 
Fig 4: Logistic regression 

C. SVM 

The graph below shows a visualization of outputs of Support Vector Machine (SVM) to classify between the two 

classes. The blue line depicts training accuracy whereby as more features are added the results are always improving. 

However, the orange line, accuracy of testing data, or stagnation at best, declines after a given point, which is reflective 

of overfitting. This implies that there are several features that best fit the model to increase its generality and 

efficiency.   
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Fig 5: SVM 

 
The graph below shows the performance of a model represented by the cross-validation score (accuracy) against the 

number of features selected. First, it skyrockets, and this is attributed to the fact that the database is becoming more 

informative each time more features are added. Nevertheless, from some point of, the error increases or starts 

fluctuating, showing that there is a better number of features for the model as more features do not necessarily mean a 

better generalization ability of the model.   

   

 

 

Fig 6: Logistic regression 

 

D. Random Forest 

The graph below presents a number, or iterations of a Random Forest model designed for classification. The blue line 

links to the training accuracy; all the curves ascend as more features were added into the model. However, the orange 

line, which refers to testing accuracy, starts or gradually declines after a specific epoch, which may cause overfitting. 

This implies that there are a proper number of features that best fit the model's ability to learn and generalize ability.   
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Fig 7: Random Forest 

The below figure specifies how the cross-validation score (accuracy) of a model changed according to the number of 

features chosen. Firstly, the growth is very steep which means that the addition of informative features will greatly 

increase accuracy. But at some point, the accuracy ceases to increase, or even slightly decreases, meaning that, in fact, 

there is a best number of features that allows for building a complicated but still reasonable model.  

 

 
Fig 8: Random Forest 

Table 7: Coamprsion of results with previous studeis 

Aspect Previous Work Conducted Study 

Algorithms Used RF (97.44%), SVM (79.49%), NB 

(82.05%) [21] 

RF (97%), SVM (95%), Logistic 

Regression (92%)—SVM showed 

improved accuracy over past studies. 

Feature Selection Boruta achieved 95% accuracy [22], 

RFECV optimized performance [21] 

RFECV applied, leading to high accuracy 

(97%) with RF, effective for feature 

optimization. 

Accuracy and Performance RF and AdaBoost were strong 

classifiers (89-97% accuracy) [21, 

24] 

RF model achieved 97% accuracy, SVM 

achieved significant 95%, better than 

earlier SVM results. 

Imbalanced Class Handling Limited focus on F1-scores and class-

specific performance [21, 22] 

Explicitly handled class imbalance, with 

improved precision, recall, and F1-score 

for class 1 (49% higher). 

Overfitting/Underfitting Overfitting/underfitting highlighted 

as challenges [22, 23] 

RFECV addressed these issues, resulting in 

better generalization and robust 

classification. 
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Custom Model for Image 

Classification 

Not explored in previous studies. Introduced Custom Model for image 

classification, achieving 94% accuracy, 

extending analysis to multimedia traffic. 

 

 

The work has a  key enhancements in comparison with other researches related to the traffic classification in SDN. 

Whereas in previous works, such algorithms as RF, SVM, and NB were applied, with the highest accuracy achieved 

by RF, in your paper, you also introduced Logistic Regression and improved the performance of the SVM up to 95%. 

Feature selection has been done previously using methods like Boruta and RFECV. Your analysis did RFECV 

efficiently and was able to get the best score with RF at 97%, thus proving to be superior for feature optimization. On 

the matter of accuracy, the algorithms RF and AdaBoost both performed quite well in previous studies with scores 

ranging between 89% and 97%. The model RF managed to achieve an accuracy of 97%, which is the highest score; 

similarly, the results were better for SVM than your earlier studies. Key contributions you have made are handling 

imbalanced classes, enhancing precision, recall, and F1-scores for class 1 by 49%, which previous works largely 

ignored. Then, you also proposed some overfitting and underfitting issues through RFECV, enhancing model 

generalization. Unlike most the previous research works, your study expanded into multimedia traffic analysis by 

proposing a Custom Model to classify images with an accuracy as high as 94%. 

IV. CONCLUSION 

The results of network traffic classification evaluated using Random Forest, Support Vector Machine (SVM) and 

Logistic Regression, certain peculiarities in model performance and features importance can be derived.   

  It was seen that Random Forest outperformed all classifiers in terms of overall accuracy with a value of 97. 49%, the 

macro-average F1-score was at 0. 97, As one can see, it has high precision and recall value for most of the classes of 

instances. The working of the model due to which it creates several trees and merges their results is beneficial in cases 

having disproportionate class distribution and interactive nature. From the earlier section Random Forest model offers 

high accuracy and precision hence emphasizing its effectiveness in detecting diverse classes of network traffic. But as 

the level of features increased the performance was better till the time it started showing signs of overfitting. Hence, a 

key lesson from this work is that pre-processing the features and reducing the dimensions is relevant in avoiding 

overfitting models by ensuring that they perform well even when tested on unseen data.   

Standards Classifier, Ready Naive Bayes, and Support Vector Machine (SVM) also performed well with accuracy 

standing at 95., of which 55%, and the macro average F1-score is 0. 94. Specifically, the precision along with the recall 

rates were high in the SVM model, more so for classes with limited samples. Overall, there is a little fluctuation in 

some of the classifiers’ target measures concerning certain classes, but the SVM model is still quite effective for 

classification operations. When the number of features increases, the performance increases almost exponentially and 

that is exactly why the testing accuracy first increases and then decreases after a certain point just like what happened 

in Random Forest. This behavior calls for an important feature selection to reduce model complexity but increase 

generalization capability.   

Logistic Regression as the final solution performed quite well with an accuracy of 92 percent. males, 87% and a macro 

average F1-Score of 0. 90. The study shows that the overall accuracy and recall of the model were satisfactory but in 

most of the metrics, was outperformed by Random Forest and SVM. The trend identified with Logistic Regression is 

that while adding more features initially boosted the accuracy, at some point the very thing hurt performance, as training 

accuracy increased while the testing accuracy either stopped increasing or declined – what is called overfitting. This 

pattern illustrates the problem as to how to balance it to control and avoid overfitting and having a set of features that 

is manageable in terms of its scope and size.   
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