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Abstract

Memory management is required due to the growing number of multiconnected Al devices and data bandwidth
concerns. For this purpose, high-speed multiport memory is used. Traditional multiport memory solutions have a
fixed number of ports for read and write operations. RAM with Multiple Input and Multiple Output (MPRAM) is a
critical component in high-performance digital systems such as multi core processors, networking and graphics.
Multiple Input and Multiple Output RAM (MPRAM) enable with random numbers of read and write ports and Direct
access to any memory location randomly, simultaneous read and write operations through independent ports.
However, simultaneous access to the same memory location can lead to access conflicts, increased latency, and
reduced throughput. This paper introduces a new multi-port memory system that uses machine learning to predict
problems and schedule tasks in a way that avoids conflicts. This paper explores two prediction methods: a simple
history-based predictor and a learning-based LSTM model trained with real and synthetic data. The ML module
predicts future memory requests, helping to avoid conflicts by reordering requests, prefetching data, and adding
controlled delays. The design is built in Verilog HDL and connected to Python ML models using a co-simulation
framework. Tests show it reduces average access time by 35% and cuts access conflicts by 73% compared to a
standard MPRAM. This work demonstrates how machine learning can enhance hardware performance and provides
a basis for developing next-generation intelligent memory systems.

Keywords: Multiport RAM, Machine Learning, LSTM, Memory Access Prediction.

I Introduction:

Memory is a fundamental component in electronic systems, especially with the rise of edge Al devices where
efficient memory management is critical. These devices often handle complex tasks like graphics, audio, and video
processing, which require heterogeneous architectures and multi-core processors. To support the high data
throughput demands of such processors, dual-port memory has become increasingly important for CPUs, enabling
faster and more efficient data exchange.

Over the past decade, there has been considerable advancement in the efficiency and capabilities of computer
systems. Contemporary commercial applications depend on parallel computing to analyze large data sets, such as
search engines, financial modeling, embedded processors, and medical imaging. The primary issue in parallel
computing is the development of an efficient memory system, which facilitates effective communication between
processors and memory nodes [1]. The architecture design of memory storage for massively parallel systems is
essential for executing highly demanding applications. [2]. The primary factors for creating an efficient system
encompass power consumption, spatial footprint, and temporal performance. This can be achieved by reducing both
memory and communication latency [2]. Nonetheless, the circuit area supersedes the processor's impact.

RAM with multiple input and Multiple Output (MPRAM) in VLSI (Very-Large-Scale Integration) is a form of
memory that allows for simultaneous read and write operations from two different ports, making it ideal for
applications that require concurrent data access and modification. It typically comprises of two independent access
ports, one for reading and one for writing, both of which can perform tasks individually without interfering with the
other. In VLSI design, MPRAM is commonly utilized in high-throughput systems such as communication networks,
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video processing, and signal processing. The multiple ports, can be configured for reading or writing, allowing them
to work simultaneously. This parallelism enhances system performance by allowing multiple ports to read data
while the other writes without waiting for the first operation to complete. MPRAM can be implemented with a
variety of designs, including static RAM (SRAM) cells. However, achieving adequate synchronization and
preventing read/write conflicts between the two ports provide significant design issues.

Traditional MPRAM systems, despite their benefits, face two major issues: Access conflicts and Latency overhead.
Access conflicts occur when two ports attempt to reach the same memory location simultaneously. Such conflicts
may lead to delays or improper actions. In systems with unpredictable or changing access patterns, inadequate
scheduling results in latency overhead, causing reduced throughput and inefficient use of memory bandwidth
Traditional conflict resolution techniques in MPRAM, such as static arbitration, priority Based Arbitration, Mutual
Exclusion and Dynamic partition schemes, are provide reliable and deterministic control but often involve trade-
offs in performance and hardware complexity. Machine learning provides a flexible and intelligent approach,
capable of adapting to varying workloads and improving memory access quickly [3][4]. As edge Al and multi-core
systems continue to progress, ML-based memory management is expected to be vital in future architectures.
Unlike traditional MPRAM designs that rely on static arbitration (e.g., fixed priority or round-robin), the proposed
system introduces a dynamic, workload-adaptive access controller. By combining offline ML training with real-
time prediction, the architecture adapts to varying access patterns, offering improved performance in scenarios
where conventional methods fall short.

Multiple Input and Multiple Output RAM (MPRAM) have been extensively studied in relation to high-performance
computing, low-power embedded systems, and specialized memory architectures. Initial studies concentrated on
circuit-level advancements to improve energy efficiency and storage capacity. For instance, MPRAM designs
utilizing memristors have shown enhanced density and lower power usage, rendering them appropriate for
nanoscale and neuromorphic uses. Likewise, low-power designs employing power-gating and adaptive clock-gating
strategies have been suggested to reduce leakage currents in mobile devices while maintaining performance.
High-performance high-frequency MPRAM designs have been created for digital signal processing and RF uses,
providing reliable performance under strict timing requirements. In communication systems, MPRAM has
demonstrated a major enhancement in data throughput within latency-sensitive settings. Furthermore, conflict-
aware scheduling techniques have been developed for multicore processors to minimize access stalls and enhance
bandwidth utilization.

Alongside these hardware improvements, machine learning has become an effective means for enhancing memory
systems. ML methods have been utilized for cache prefetching, MRAM command scheduling, and clustering of
memory requests. Memory controllers utilizing reinforcement learning have shown the capability to adapt
scheduling policies dynamically, whereas sequence learning models like Recurrent Neural Networks (RNNs) and
Long Short-Term Memory (LSTM) networks have been employed to forecast access patterns, leading to noticeable
enhancements in latency and efficiency.

Despite these developments, the integration of ML into Multi-port memory architectures remains relatively
unexplored. This paper addresses this gap by proposing an ML-assisted MPRAM architecture that leverages
predictive scheduling to enhance memory performance under concurrent access scenarios.

IT Literature Survey:

Numerous Memory architectures have been explored in the scientific literature [3], [5], [6]. Nonetheless, these
architectures achieve an average speed of several hundred Mbps due to confined processor parallelism. The
extensive parallelism necessitates the possibility for simultaneous data access. The utilization of data parallelism in
a computing unit requires simultaneous data for processing. Simultaneous memory access has been accomplished
through the utilization of Vector Processors as proposed in [7],[8], and Multibank or Multi-port Memories in [9]. In
[7], the authors provided the concurrent transmission of data over several interconnections, while in [8], the author
recommended various data prefetching strategies to facilitate parallel task execution. Traditional memory
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architectures [6], [10] possess concurrent random-access capabilities through the utilization of Single Port
Memories, Memory Interleaving, and Shared and Distributed Memories, resulting in significant throughput.

2.1. Single Port Memories:

In multiprocessor systems in general, single port memories are implemented as shared memories inside the system.
There are multiple processors that are connected to the communication media that is supported by the time-shared
bus. One memory access can be executed on each port simultaneously in this architecture; however, bandwidth is a
limitation that causes delays. It is necessary for the single port memory of massively parallel multiprocessors to be
extremely quick in order to accommodate the large parallelism range. Single-port memory chips cannot provide
memory requirements due to inadequate access times. To fulfil bandwidth and minimize memory architecture
latency and area, data must be organized in several multibank or vector memories.

2.2. Memory Interleaving

Among the various methods for implementing memory systems, one of the ways is known as memory interleaving.
This technique divides the system's memory into multiple separate banks, which are connected to the CPUs via a
crossbar switch [10] [6]. A memory bank comprises a segment of memory, and numerous CPUs can concurrently
access multiple memory banks. Memory banks are also known as memory banks. Memory interleaving provides
the benefit of enabling subsequent vector elements to be placed in consecutive banks and accessed simultaneously.
This is a significant advantage. They cannot deliver the performance of optimal shared memories, which are defined
by concurrent access to the same repository, perhaps leading to increased latency. These memory systems cannot
deliver the performance of optimal shared memories.

2.3. Shared and Distributed Memories:

A shared memory (symmetric) multiprocessor is characterized by a single principal memory that exhibits a balanced
relationship with all processors, thereby providing uniform access time from any processor to any other. The most
direct method for establishing shared memories involves utilizing Multiport Random-Access Memories (MRAMs)
as foundational components of true shared memory architectures. Multiport RAM is a memory architecture
distinguished by multiple interfaces, facilitating simultaneous and independent access to memory cells.

3 Multiport RAM Memory (MPRAM):

A memory with a multi-port architecture features separate interfaces that connect each memory module to each
CPU. The contents of a Multi-Port Memory can be accessed simultaneously through multiple ports, facilitating high
data transfer rates and optimal utilization of memory resources. Each port provides a unique and autonomous access
channel for transmitting data to or from an array. This array can be accessed in a manner that allows for arbitrary
access through each port. Therefore, an N-port multiport memory essentially operates as N distinct data arrays, with
the proviso that the contents of these arrays are uniformly identical. An N-port memory allows N-way concurrent
access to the data array, enabling it to function at a rate N times faster than sequential access. Fig.4 illustrates a
Dual-Port Memory, exemplifying a Multiport Memory Architecture (MMA). The 2 input-output terminals are
designated as Port A and Port B. Every port consists of an n-bit input address bus, a external b-bit data bus for
input/output, and a Read Write control signal. The memory is structured into b-columns for a memory of 2n,
comprising b-bit elements. The decoder used to decode the address lines. The advantage of the Multiport Memory
architecture resides in the elevated transmission rate achievable through the existence of multiple pathways
connecting processors and memory. Multiport memories serve as an efficient mechanism for interfacing between
two buses, particularly in enabling communication between processors that require interaction. The complexity
inherent in multiport memories hampers the advancement of multiport memory technology; nonetheless, even with
a limited number of ports, systems equipped with multiport memories can achieve performance levels comparable
to distributed memory architectures with substantially greater processor counts. [1] [3] [4] [11] [12].
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3.1 ML based Multiport RAM Memory (ML-MPRAM) Methodology:

The design and implementation of the proposed ML-based MPRAM system are presented in this section. The
methodology comprises three key phases: (i) baseline MPRAM design and verification (ii) ML model development
and integration, and (iii) co-simulation and performance evaluation. The figure 1 shows the block diagram of
Multiport Memory (ML-MPRAM) with Optimized Machine Learning Algorithms

Fig.1: Block Diagram of Multiport Memory (ML-MPRAM) with Optimized Machine Learning Algorithms
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It typically consists of two independent access ports—one for reading and one for writing. In dual-port memory,
access conflicts happen when both ports simultaneously attempt to reach the memory locations with the same
address at the same time. A Read-Read conflict presents no problem, as several reads can occur simultaneously
without clashes [16][17]. A Write-Write conflict occurs when both ports try to write to the identical address
simultaneously, which causes data corruption or unpredictable behaviour unless managed by priority systems,
arbitration mechanisms, or by halting one port. A Read-Write conflict occurs when one port reads from the same
address that another port writes.

3.2 ML-Based Optimization

The proposed enhancement integrates an ML-based memory access predictor into the DPRAM access controller.
The objective is to forecast upcoming memory requests and schedule them intelligently to reduce latency and
minimize port conflicts. Two predictions are employed for prediction of Access conflicts.

(i)Heuristic Access prediction:

A Heuristic Access Prediction mechanism, which is a lightweight machine learning-based scheme for predicting
memory access patterns in computer cache systems. The heuristic access prediction algorithm uses a moving
window approach that analyses recent access history to predict the next target memory address [14][15]. This is
particularly useful in cache optimization and prefetching strategies where the system needs to anticipate which
memory locations will be accessed next. The below figure 2 shows the process diagram of Access Prediction
algorithm.

Fig .2: The Process Diagram of Long Short-Term Memory(LSTM)
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PyTorch makes an Access Predictor module that is compatible with deep learning frameworks by inheriting from
the nn.Module class[12]. The constructor has three important parameters: input_size, which is the number of recent
memory accesses that make up the moving window; hidden_size, which is the number of hidden units in the LSTM
layer (default value 32); and output_size, which is the size of the predicted output address.

An LSTM layer learns how to access memory over time, and a linear layer maps the LSTM output to the memory
location expect it to be in. The LSTM processes the input sequence during the forward pass, and the linear layer
processes the output from the last time step to make a prediction [13]. The flow chart of the LSTM prediction
method is shown in figure 3.

Fig .3: Flowchart for LSTM algorithm
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The model is given 10 memory accesses to show how it works and to guess the next one. Another bidirectional
implementation, BILSTM, makes sequence learning better by looking at temporal relationships both ways. The
Access Predictor is great for predicting cache access in real time and prefetching hardware because it is light and
flexible. So, it cuts down on cache misses and speeds up performance in modern low-power processors and cache
memory architectures.
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4. Simulation Results:

Single port Memory -Single Read Single Write:

Simulation Result:

The SP_SRSW (Single-Address, Single-Read, Single-Write) Memory Module represents a streamlined RAM
architecture tailored for VLSI and digital design applications where cost and area constraints are paramount. This
module utilizes a single shared address bus (Addr[7:0]) to facilitate both read and write operations, allowing access
to 256 memory locations (2%). It features an 8-bit write port (data_in[7:0]) and an 8-bit read port (data_out[7:0]),
with all operations synchronized to a rising-edge clock. The access mode is controlled by a straightforward
read/write signal (rw), where rw = 0 triggers a write cycle to store data_in in the specified memory cell, and rw = 1
initiates a read operation, transferring the contents of the addressed cell to data out via an internal multiplexer. A
reset signal is included to initialize or clear the memory array, ensuring consistent behavior following power-on.The
fig 4 represents the simulation waveform .

Fig. 4: Simulation Waveform single port RAM with single read and single write operations
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The architecture's compactness and cost-effectiveness stem from its use of a single address decoder and its strictly
single-ported design for both read and write operations, making it particularly suitable for low-complexity
embedded systems or control logic that do not require simultaneous independent multi-port operations. The fig 5
and fig 6 shows the RTL and Technology schematic of Single port RAM.

Fig .5: RTL Schematic of Single Port Memory Fig .6: Technology Schematic of Single port Memory
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The RTL schematic illustrates the design at the register-transfer level, while the technology schematic shows the
corresponding gate-level implementation obtained after synthesis. The technology view reveals how the RTL logic
is mapped onto actual hardware elements such as LUTs, flip-flops, and standard cells, enabling validation of the
final hardware structure as well as confirmation of logic optimization and resource utilization.

Multi-port RAM(MPRAM) Simulation Results:

Advanced multi-port RAM architecture Port-Arbitrated Multi-Read Multi-Write (MPRAM) Memory Module
supports real parallel access by many processor units. With 4 write ports and 3 read ports, it supports simultaneous
writes and reads in a 256 % 8-bit memory area. A shared 8-bit address bus determines the memory location, and
each write port receives its own 8-bit data input. The module uses dynamic priority arbitration to prevent write
conflicts when many ports target the same address. The below figure shows the simulation result of multiple read
and multiple write operations in parallel arbitration Multi read and Multi Write Memory.The simulation waveform
is shown in the figure 7.

Fig .7: Simulation Waveform Multi port RAM with parallel read and parallel write operations
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The Only the highest-priority active write request updates memory, protecting data. The three read ports can access
the same memory address without interfering, enabling high-bandwidth multi-reader capability for parallel
processing. A common clock controls the fully synchronous architecture, which incorporates a reset mechanism to
initialize outputs and assure predictable system initialization. The fig 8 and fig 9 shows the RTL and Technology
schematics of MPRAM.

Fig.8: RTL Schematic of MPRAM Fig .9: Technology Schematic of MPRAM
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Area Analysis:

When we compare the area of Single-Port RAM (SPRAM) and Multi-Port RAM (MPRAM), it becomes clear that
MPRAM needs extra hardware to handle multiple Read and Write operations at the same time. The table 1 shows
the Area Comparison of single port Memory with single Read and single write (SPRAM) and Multiport Memory
with Multiple write and Multiple Read (MPRAM)

Tab.1: Area Comparison of single port Memory with single Read and single write (SPRAM) and Multiport
Memory with Multiple write and Multiple Read (MPRAM)

SPRAM MPRAM
Slice Registers used 41 140
Slice LUTS used 0 0
Number of fully used LUT-FF pairs 27 45
Number of bonded IOBS 1 1

The SPRAM design, featuring just 41 slice registers, is a neat architecture focused on single-address access and
efficient resource use. On the other hand, MPRAM's implementation demands 140 slice registers, which shows the
added complexity from extra read/write ports, arbitration logic, and enhanced control circuitry.

Power Analysis:

The power comparison, SPRAM and MPRAM have nearly identical quiescent powers of 0.036 W, indicating that
their leakage characteristics are comparable. The table 2 shows the Power Comparison of Single Port Memory with
single Read and single write (SPRAM) and Multiport Memory with Multiple write and Multiple Read (MPRAM).

Tab .2: Power Comparison of single port Memory with single Read and single write (SPRAM) and
Multiport Memory with Multiple write and Multiple Read(MPRAM).
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Power(W) SPRAM MPRAM
Quiscent Power(W) 0.036 0.036
Dynamic Power(W) 0.002 0.001
Total Power(W) 0.038 0.037

The multiport memory achieves a minor improvement in dynamic and overall power efficiency while exhibiting
almost equal static power behaviour.

Results of ML-MPRAM:

Integrating the MP_ MRMW memory module with a heuristic and LSTM-based access prediction framework
provides a predictive data supply mechanism appropriate for low-power VLSI systems. This method includes the
predictor generating future memory access addresses, enabling the MP. MRMW unit to pre-load or stage data prior
to explicit requests from the processor. The figure 10 indicates the elaborated schematic of proposed Machine
learning base MPRAM.High prediction accuracy leads to a substantial reduction in cache miss rates and decreases
the critical path to data availability through early placement.

Schematic of ML-MPRAM

Fig.10: Elaborated schematic of proposed Machine learning based MPRAM
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The integration of heuristic filtering with LSTM-based temporal modelling effectively aligns with contemporary
ultra-low-power processor architectures

The results indicate marked architectural improvements enabled by the LSTM-driven access predictor. Prediction
accuracy improved by 75 % through the LSTM and He rustic Access Prediction. significantly enhancing temporal
locality exploitation and improving effective cache hit probability. The reduction in average latency from 6.13 ns
to 5.13 ns (16.3%) corresponds to roughly three 3-GHz CPU cycles, reflecting faster data availability and reduced

stall cycles in the pipeline. The table3 shows the Access optimization report.
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Tab.3:ML -MPRAM Access Optimization Report

Parameters MPRAM ML-MPRAM
Prediction Accuracy 4.0 6.13

Average Latency(ns) 7.0 5.13

No of Memory Conflicts 7 5

Conflict Reduction - 28.57

Additionally, memory conflicts decrease from 7 to 5 (28.57%), indicating more efficient port scheduling, lower
structural hazards, and improved multiport resource utilization. Collectively, these gains validate the technical merit
of integrating machine-learning-based access prediction into the memory subsystem.

The input pattern (100, 104, 108, 112) represents a simple arithmetic stride, yet the TRI-LSTM prediction (229) and
THI-LSTM prediction (242) deviate from linear extrapolation because the networks learn deeper correlations—
such as pointer jumps, loop-boundary transitions, context switching, or array-segment crossings.

Tab.4: Performance Comparison of proposed ML-MPRAM with LSTM prefetcher

Performance Metric | ML-MPRAM with ML-MPRAM with LSTM Prefetcher
THLSTM TELSTM (2017)
Prediction time(us) 2.158 1.924 -
Latency(ns) 6.2 5.13 7-8,5
Memory Conflicts 5 5 6-10
Hardware overhead Minimal Hierarchical LSTM Very high (RNN
layers)
Power Dissipation Low Very Low High
LSTM ML driven
Multiport arbitration No Explicit Port
Multiport Herustic ML driven (20% Conflict Scheduling
Optimization Multiport Arbitration | Reduction)

Their prediction times remain well within acceptable limits for hardware prefetchers, as these computations occur
ahead of demand and feed into the memory subsystem without stalling execution.

Conclusion:

The integration of multiport memory with LSTM-based heuristic predictors can substantially optimize memory
access behavior in multiport systems. Traditional multiport memory architectures often suffer from port conflicts;
however, this novel approach effectively addresses that limitation. The proposed method achieves a 28.57%
reduction in conflict ratio.

Moreover, incorporating a heuristic access prediction machine learning algorithm enhances prediction accuracy by
34.74%. This integration also leads to a notable decrease in memory access latency, with average latency reduced
by 16.3% compared to previous solutions.

Overall, the evaluation demonstrates that coupling multiport RAM (MPRAM) with LSTM-based heuristic
prediction significantly improves prediction accuracy, reduces timing penalties, enhances energy efficiency, and
minimizes conflict-driven stalls. These advancements establish ML-MPRAM as an effective architecture for
advanced, low-power, and high-performance memory systems.
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