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Abstract : -Several women undergo major 

surgery due to complications in their 

pregnancy and suffer severe health issues. 

Therefore, knowing the reasons that why it 

happens, is of significant importance. This 

work aims to assess various risk factors causing 

c-section surgery using machine learning 

algorithms. A case study is carried out for 

known risk factors associated with c-sections 

across selected hospitals in districts Mardan 

and Peshawar, Khyber Pakhtunkhwa, 

Pakistan. The study is based on pregnant 

women who had registered their pregnancies 

in Mardan and Peshawar districts to predict 

c-section for future mothers. Machine 

learning models such as k-NN, Weighted k-

NN, SVM, Random Forest, and Optimal 

Trees Ensemble (OTE) are trained and 

assessed, based on an independent set of 

observations and the best performing methods 

are identified. 

Keywords C-section, trees, nearest neighbors, risk 

factors 

 

1 Introduction 

 

Cesarean section is one of the major abdominal 

surgery in women. When women become 

pregnant, she mentally prepares herself for both 

cases either vaginal delivery or cesarean section. 

Due to its importance, this is essential to identify 

risk factors associated to c-section. Supervised 

machine learning (ML) methods are commonly 

applied for classifying the data of pregnant 

women based on the way of delivery either c-

section or a vaginal delivery [1, 2]. Various 

machine learning algorithms for example, 

decision tree and artificial neural networks can be 

used for childbirth categorization such as c-

section or normal delivery, and various health 

check factors are recognized [3]. A case study 

shows that if a woman had a previous c-section 

might be able to deliver her second child 

vaginally where different ML tools are 

implemented to find the rate of virginal birth after 

c-section [4, 5]. These techniques may also be 

used to recognize risk factors such as, weight, 

blood pressure and maternal age for Preeclampsia 

[6]. According to [7], decision tree model can be 

employed to predict delivery type and the hazard 

factors accompanying with c-section surgery. In 

[8], the efficiency of ML algorithms regarding the 

classification of childbirth using boosting and 

bagging classification methods has been 

discussed. It is also suggested to build 

prognostication models on k-Nearest Neighbors 

(k-NN), stacking classification, decision tree, 

Support Vector Machine (SVM), and Random 

Forest (RF) methods for an efficient type of 

delivery [9]. Least Absolute Shrinkage and 

Selection Operator (LASSO), Classification and 

Regression trees, and Random Forest (FR) may 

possibly be applied to identify risk units, rank 

variables, and choose variable quantity for a 

model, support to an effect [10, 11]. Recent 

studies related to the factors affecting c-section is 

conducted to evaluate the implementation of 

ensemble machine learning methods and Deep 

Neural Networks on the c-sectional dataset [12, 

13]. 

The aim of this work is to use primary data 

related to c-section, collected through a self-

designed questionnaire. For data collection, a 

convenience sampling procedure has been 

applied. Since, the data is collected through 

questionnaire, and is categorical data where 

different questions have been asked from 

pregnant women. We aim to identify potential 

risk factors that lead to c-section for the women 

in Mardan and Peshawar by implementing the 

most appropriate up-to-date machine learning 

model(s) for predicting c-section, for instance, k-

Nearest Neighbors (k-NN), Optimal Trees 

Ensemble (OTE), Random Forest (RF), Support 

Vector Machines (SVM), Weighted k-Nearest 

Neighbours. Furthermore, we have also 

calculated Accuracy, Sensitivity, Specificity, and 

Brier Score for validating these methods. 

 

2 C-Section Rate Globally and in Pakistan 

 

C-section rates have climbed dramatically in 

recent years compared to historical periods. The 

amount has increased between 2003 and 2018. 

The growth rate is 21%. The rate of C-sections in 

certain regions of South America is close to 60%. 

Its rate is 5% in Africa while it was 26% in 

Canada in 2005. Australia had the highest rate of 

caesarean sections in 2007 (31%). The World 

Health Organization officially renounced its 

former recommendation of a 15% c-section rate 

in June 2010. Similar to how China has 46% 

whereas Asia only has 25% of c-sections [3]. 
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Like to other nations, Pakistan is 

experiencing a sharp rise in the number of 

caesarean sections. Despite the fact that having a 

c-section had several drawbacks, many people 

still preferred it. The rate of caesarean sections in 

Pakistan was about 3.2% in 1990, and it rose 

quickly to reach 19.2% in 2018. C-section rates 

are relatively high, with the most recent 

demographic survey reporting a rate of nearly 

22% [9]. 

 

2.1 Target Population 

 

The research is related to factors affecting C-

Section so for this purpose our target population 

is all government, semi-government, and private 

hospitals. We have employed an elegant 

questionnaire method to gather the data. 

Gynecologists and psychologists assisted in the 

creation of the questionnaire to gather crucial 

information for the investigation’s problem. 

 

 

2.2 Dataset Description 

 

 

A sample of 930 patients with 25 

factors/variables is selected from different 

hospitals of Mardan and Peshawar. Data was 

collected for socio-demographic variables and 

physical characteristics including age, height, 

monthly income, residence, number of babies, 

previous c-section, gestational disease, baby 

weight, baby position, baby condition etc. 

 

 

3 Objectives of the Study 

 

The objectives of this study are as follows. 

 

1. To determine potential risk factors for C-Section 

in Peshawar and Mardan women. 

 

2. To identifythe most suitable current machine 

learning model (s) for C-Section prediction. 

 

4 Experimental setup 

 

Machine learning methods such as, k-NN, 

Weighted k-NN, Random Forest (RF), Support 

Vector Machines with Gaussian Kernel (SVMG), 

Support Vector Machines with Polynomial 

Kernel (SVMP), Support Vector Machines with 

Linear Kernel (SVML) and Optimal Trees 

Ensemble (OTE) are trained by using 70%, 50% 

and 30% training parts in three different cases, 

while the corresponding 30%, 50% and 70% 

parts are used as testing data, respectively. 

Experiments are repeated 500 times and the final 

results are averaged. The results are shown for all 

three cases in Tables 1, 2 and 3. Important 

features are selected via LASSO [14]. For 

comparison of the methods accuracy, sensitivity, 

specificity, and Brier Score are used as 

comparison metrics. Furthermore, for 

visualization of the results the boxplots are also 

constructed. In this study, R-software is used for 

data analysis. “kernlab” package [15] is 

implemented for Support Vector Machine. k-

Nearest Neighbour is implemented by using R 

library “e1071” [16]. We have applied Optimal 

Trees Ensemble (OTE) by using the default 

values in the R package “OTE” [17]. Similarly, 

Random Forest is calculated via R package 

“Random Forest” [18]. 

 

4.1 Results and Discussion 

 

A number of machine learning algorithms are 

used to analyze the dataset i.e., k-Nearest 

Neighbors (k- NN), Weighted k-Nearest 

Neighbors (Wk-NN), Random Forest (RF), 

Optimal Tree Ensemble (OTE) and Support 

Vector Machine (SVM) with three different 

kernels. By using these techniques, the accuracy, 

sensitivity, specificity and Brier Score are 

calculated. Table 1 show results for 70% training 

and 30% testing data on 5, 10, 15 and 20 number 

of top selected features. We observe that k-NN 

and Weighted k-NN give maximum and equal 

accuracy for all four different number of features 

as compared to other methods. In the case of 

Sensitivity, Random Forest gives maximum value 

i.e., 0.962 for 5 features. SVMG gives maximum 

value for 10 features as compared to other 

methods. Thus, for 15 features SVMP and 

SVML give best result among all. However, 

SVMP outperforms when we have 20 features. For 

Specificity, k-NN gives largest value when we 

have 5 features and Weighted k-NN outperforms 
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when 10 features are selected, while k-NN and 

weighted k-NN gives optimal and same results in 

case of 15 number of features. Similarly, Random 

Forest outperformed in case of 20 number of 

features. In terms of Brier Score, k-NN 

outperforms in all four scenarios for different 

number of features. Similar conclusions for 

Table 2 and Table 3 can be drawn. 

Table 1 Accuracy, Sensitivity, Specificity and Brier Score for k-NN, Weighted k-NN, SVM (Linear, Polynomial, 

Gaussian), Random Forest (RF), and Optimal Trees Ensemble (OTE) using 70% training and 30% testing data 

while taking different number of features such as 5, 10, 15, 20, respectively. 

 

Metric Methods Number of Features 
   

  
5 10 15 20 

Accuracy k-NN 0.894 0.899 0.897 0.898 

 
Weighted k-NN 0.894 0.899 0.897 0.898 

 
RF 0.892 0.897 0.894 0.895 

 
SVM Gaussian 0.875 0.896 0.895 0.895 

 
SVM Polynomial 0.824 0.888 0.894 0.894 

 
SVM Linear 0.824 0.888 0.894 0.894 

 
OTE 0.893 0.896 0.895 0.896 

Sensitivity k-NN 0.941 0.936 0.936 0.943 

 
Weighted kNN 0.941 0.935 0.936 0.943 

 
RF 0.961 0.946 0.939 0.933 

 
SVM Gaussian 0.959 0.954 0.956 0.963 

 
SVM Polynomial 0.935 0.951 0.959 0.949 

 
SVM Linear 0.935 0.951 0.959 0.949 

 
OTE 0.952 0.94 0.936 0.934 

Specificity k-NN 0.7 0.746 0.741 0.718 

 
Weighted k-NN 0.698 0.747 0.741 0.716 

 
RF 0.612 0.694 0.714 0.742 

 
SVM Gaussian 0.528 0.656 0.647 0.624 

 
SVM Polynomial 0.369 0.626 0.63 0.67 

 
SVM Linear 0.369 0.626 0.63 0.67 

 
OTE 0.655 0.714 0.727 0.742 
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Table 2 Accuracy, Sensitivity, Specificity and Brier Score for k-NN, Weighted k-NN, SVM (Linear, Polynomial, 

Gaussian), Random Forest (RF), and Optimal Trees Ensemble (OTE) using 50% training and 50% testing data 

while taking different number of features such as 5, 10, 15, 20, respectively.

 

 

Metric Methods Number of Features 
   

  
5 10 15 20 

Accuracy k-NN 0.893 0.899 0.899 0.898 

 
Weighted k-NN 0.893 0.899 0.899 0.898 

 
RF 0.89 0.894 0.892 0.891 

 
SVM Gaussian 0.875 0.893 0.893 0.893 

 
SVM Polynomial 0.827 0.89 0.895 0.891 

 
SVM Linear 0.827 0.89 0.895 0.891 

 
OTE 0.896 0.893 0.894 0.894 

Sensitivity k-NN 0.939 0.935 0.935 0.938 

 
Weighted k-NN 0.938 0.936 0.934 0.938 

 
RF 0.962 0.947 0.936 0.926 

 
SVM Gaussian 0.957 0.952 0.949 0.954 

 
SVM Polynomial 0.936 0.958 0.962 0.945 

 
SVM Linear 0.936 0.958 0.962 0.945 

 
OTE 0.953 0.942 0.925 0.932 

Specificity k-NN 0.705 0.753 0.754 0.734 

 
Weighted k-NN 0.707 0.75 0.756 0.735 

 
RF 0.594 0.679 0.712 0.749 

 
SVM Gaussian 0.539 0.655 0.663 0.641 

 
SVM Polynomial 0.382 0.612 0.623 0.668 

 
SVM Linear 0.382 0.612 0.623 0.668 

 
OTE 0.664 0.699 0.767 0.742 
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Table 3 Accuracy, Sensitivity, Specificity and Brier Score for k-NN, Weighted k-NN, SVM (Linear, Polynomial, 

Gaussian), Random Forest (RF), and Optimal Trees Ensemble (OTE) using 30% training and 70% testing data 

while taking different number of features such as 5, 10, 15, 20, respectively. 

 

Metric Method Number of Features 
   

  
5 10 15 20 

Accuracy k-NN 0.894 0.899 0.897 0.898 

 
Weighted k-NN 0.894 0.899 0.897 0.898 

 
RF 0.892 0.897 0.894 0.895 

 
SVM Gaussian 0.875 0.896 0.895 0.895 

 
SVM Polynomial 0.824 0.888 0.894 0.894 

 
SVM Linear 0.824 0.888 0.894 0.894 

 
OTE 0.893 0.896 0.895 0.896 

Sensitivity k-NN 0.941 0.936 0.936 0.943 

 
Weighted k-NN 0.941 0.935 0.936 0.943 

 
RF 0.961 0.946 0.939 0.933 

 
SVM Gaussian 0.959 0.954 0.956 0.963 

 
SVM Polynomial 0.935 0.951 0.959 0.949 

 
SVM Linear 0.935 0.951 0.959 0.949 

 
OTE 0.952 0.94 0.936 0.934 

Specificity k-NN 0.7 0.746 0.741 0.718 

 
Weighted k-NN 0.698 0.747 0.741 0.716 

 
RF 0.612 0.694 0.714 0.742 

 
SVM Gaussian 0.528 0.656 0.647 0.624 

 
SVM Polynomial 0.369 0.626 0.63 0.67 

 
SVM Linear 0.369 0.626 0.63 0.67 

 
OTE 0.655 0.714 0.727 0.742 

 

 

From the above tables, it is found that k-NN 

procedure outperformed the other methods in 

majority of the cases in three different training-

testing partitions with different number of 

selected features, while weighted k-NN is the 

second method, which gives the best results as 

compared to the other methods. SVML and 

SVMP also perform well in some cases but the 

other two i.e., RF and OTE do not give 

satisfactory results. It shows that tree structure 

methods do not provide plausible results for 

predicting c-section data in this case study. Both 

k-NN and Weighted k-NN are based on nearest 

neighbourhood search, methods of similar kind 

are best suited for analyzing the dataset. 
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Furthermore, the work also assessed the 

significant factors associated with c-section. 

Factors such as mother disability, height, age, 

baby condition at birth, baby weight, and gross 

income are recorded significant factors, which 

cause cesarean section. The significant factors 

used in this study reveals that the outcomes agree 

with majority of the studies conducted in the 

literature. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1: Variable’s importance plot for all the variables. 

Brier Score are calculated for all techniques 

with varying training and testing sizes and with 

different number of features selected by LASSO. 

Furthermore, boxplots are also constructed for 

showing the calculated results for the purpose of 

visualization of the machine learning algorithms 

used in the analysis. The boxplot in Figure 2 

shows the result of Brier Score for 70% training 

and 30% testing data. Similarly, Figure 3 gives 

results of Brier Score for 50% training and 50% 

testing while Figure 4 presents the results of Brier 

Score for 30% training and 70% testing. A small 

value of Brier Score indicates that the computed 

probabilities are captured the same as the true 

probabilities that are not available. A machine 

learning method with the smallest Brier 

Probability forecast has been predicted by using 

Brier Score. A machine 
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learning method having a smallest Brier Score is 

considered the best probability estimate among other 

techniques. The boxplots show that k-NN attains the 

smallest Brier Score in all the three scenarios. 

 

 

 

Fig. 2: Brier Score for k-NN, Weighted k-NN, SVM (Linear, Polynomial, Gaussian), Random Forest (RF), and 

Optimal Trees Ensemble (OTE) using 70% training and 30% testing data while taking different number of 

features such as 5, 10, 15, 20, respectively. 

 

 

 

Fig. 3: Brier Score for k-NN, Weighted k-NN, SVM (Linear, Polynomial, Gaussian), Random Forest (RF), and 

Optimal Trees Ensemble (OTE) using 50% training and 50% testing data while taking different number of 

features such as 5, 10, 15, 20, respectively. 
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Fig. 4: Brier Score for k-NN, Weighted k-NN, 

SVM (Linear, Polynomial, Gaussian), Random 

Forest (RF), and Optimal Trees Ensemble (OTE) 

using 30% training and 70% testing data while 

taking different number of features such as 5, 10, 

15, 20, respectively. 

 

5 Conclusion 

 

The principal objective of the study is to 

detect the risk factors of highest importance 

associated to c-section with the help of machine 

learning algorithms for providing an accurate 

and reliable results to predict new cases. For 

further work in this direction, other districts of the 

country could be included for a more generic 

conclusion. Various other machine learning 

methods could also be used for further improving 

prediction performance. Using various feature 

methods could be used to select the most 

regulatory risk factors. 
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